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Abstract. In this paper, we deal with information exchange policies
that may exist in multi-agent systems in order to regulate exchanges of
information between agents. More precisely, we discuss two properties of
information exchange policies, that is the consistency and the complete-
ness. After having defined what consistency and completeness mean for
such policies, we propose two methods to deal with incomplete policies.
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1 Introduction

Multi-agent systems provide an interesting framework for modelling systems in
which some entities (atomic entities or complex ones) cooperate in order to fulfill
a common task or to achieve a common goal. In order to cooperate efficiently,
the entities, now called agents, have to exchange information, in particular in
order to have a common view of the environment and a common understanding
of the current situation.

In many systems, exchanges of information are not constrained and agents may
exchange any information they want to anybody. At the opposite, in many other
systems, information exchanges are ruled by a policy, in particular in order to sat-
isfy some security constraints, like confidentiality, or efficiency constraints (broad-
casting or peer-to-peer communication of relevant information). The so-called
“Systems of Systems” in defense area or in civil security area [1] are instances
of such multi-agent systems as well as any organisation of people and means like
companies. These systems have in common that they are made of systems (hu-
man or not, atomic or not) which are geographically distributed, independently
managed and which have to share information in a risky environment so that in-
formation exchanges between these systems must be compliant with a policy.

This present work deals with this last kind of systems. The illustrative example
we will take all along the paper is the example of a hierarchical company with
a boss and employees who exchange information relative to the materials used
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in the company. These exchanges must agree with a policy which, for instance,
imposes the diffusion of pertinent and useful information as soon as possible,
while respecting confidentiality restrictions.

An information exchange policy can then be seen as a regulation the agents
must satisfy and which specifies the information exchanges which are obligatory,
forbidden or permitted and under which conditions. But, in order to be useful,
such a policy, as any other regulation, must satisfy several properties and in
particular, it must be consistent and complete.

According to [2] which studies confidentiality policies, consistency allows to
avoid cases when the user has both the permission and the prohibition to know
something. More generally, according to [3] and [4], which study consistency of
general kind of regulations, consistency of regulation does not come to classical
consistency of a set of formulas. According to this work, a regulation is consistent
if there exists no possible situation in which it leads an agent to normative
contradictions or dilemmas also called in [15] contradictory conflicts (a given
behaviour is prescribed and not prescribed, or prohibited and not prohibited)
and contrary conflicts (a given behaviour is prescribed and prohibited). Following
this definition, consistency of security policies has then been be studied in [5].

If consistency of policies is a notion that has been rather well studied, com-
pleteness has, at the opposite, received much less attention. [2] proposes a defini-
tion of completeness between two confidentiality policies (for each piece of infor-
mation, the user must have either the permission to know it or the prohibition to
know it), definition which has been adapted in [7] for multilevel security policies.

Recently, focusing on information exchange policies, a definition of consistency
and a definition of completeness have been given in [6]. These definitions have
constituted a starting point for the present work and have been refined.

This paper is organised as follows.
Section 2 presents the logical formalism used to express information exchange

policies, the definition of consistency of such policies as well as the definition we
give of completeness. Section 3 focuses on the problem of reasoning with an in-
complete policy. Following the approach that has led to the CWA (Closed World
Assumption) in Database area [14], we will present some rules of completion that
can be used in order to complete an incomplete policy. Then, following [12], we
will define some default rules and we will prove the equivalence between these
two solutions. Section 4 is devoted to a discussion and extensions of this work
will be mentionned.

2 Information Exchange Policies

2.1 Preliminaries

We use the framework defined in [6] to represent a sharing policy. This logical
framework, L, is based upon a typed first order logic1. The alphabet of L will
1 We use a first order logic instead of a modal deontic logic mainly because imbricating

deontic modalities is not needed here. Furthermore, this allows us to use the results
on policies consistency provided in [3].
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be based on four distinct groups of symbols: constant symbols, variable symbols,
predicate symbols and function symbols. As we want to type the language, we
will distinguish different groups of symbols among those four categories.

Definition 1. We distinguish three sets of constants: ag-constants (constants
for agents), i-constants (constants for pieces of information), o-constants (other
constants) and we distinguish three sets of variables: ag-variables (variables for
agents), i-variables (variables for pieces of information), o-variables (other vari-
ables).

Definition 2. Predicate symbols are:

– D-predicates: unary predicates O, P, F and T (meaning respectively Obliga-
tory, Permitted, Forbidden, Tolerated).

– P-predicates: predicates used to express any kind of property on pieces of
information, agents, etc.

Definition 3. Functions symbols are:

– i-functions: used to represent properties about the pieces of information.
– not(.): unary-function used to represent object level negation.
– tell(.,.,.): function with three arguments representing the action of telling a

piece of information. tell(x, y, i) represents the event created by an agent x
making the action of telling y a piece of information i.

Definition 4. Terms are defined the following way :

– ag-term : ag-constant or ag-variable
– i-term : i-constants and i-variables are i-terms. If f is an i-function and

i1, ...in are i-terms then f(i1, ...in) is an i-term.
– d-term : If x and y are ag-terms and i is an i-term then tell(x, y, i) is a

d-term. Moreover, if d is a d-term then not(d) is a d-term too.
– o-term : o-constant or o-variable

Definition 5. Formulas of L are defined recursively as follows:

– Let d be a d-term. Then O(d), P (d), F (d) and T (d) are D-literals and for-
mulas of L.

– If t1, ...tn are terms (other than d-terms) and P a P-predicate then P (t1, ..., tn)
is a P-literal and a formula of L.

– Let F1 and F2 be formulas of L and x be a variable. Then ¬F1, F1 ∧ F2,
F1 ∨ F2, ∀x F1, ∃x F1, F1 → F2 and F1 ↔ F2 are formulas of L.

Example 1. We introduce here an example, that will be developped all along
the paper. Let us consider the following logical language L: a, b, c, Boss and
Employee are ag-constants and x and y are ag-variables. We can do the same for
i-terms, etc. Role(., .) is a P-predicate. Role(a, Boss) means that agent x plays
the role Boss. Topic(., .) is a P-predicate. Topic(i1, ExpRisk) means that the
piece of information i1 deals with topic ExpRisk (standing for Explosion Risk).
Agent(.) is a P-predicate. Agent(b) means that b is an agent. Receive(a, i1) is a
L-literal meaning that agent a receives the piece of information i1. O(tell(x, y, i))
is a D-literal meaning that agent x is obligated to tell agent y the piece of
information i.
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2.2 Information Exchange Policies

In this section, we define rules for an information sharing policy, within the above
logical language.

Definition 6. An information sharing policy is a set of formulas of L which
are conjunction of clauses l1 ∨ l2 ∨ ... ∨ ln such that:

– ln is the only positive literal and is a D-literal,
– ∀i ∈ {1, ..., n − 1}, li is a negative L-literal, P-literal or D-literal,
– if x is a variable in ln, then ∃i ∈ {1, ..., n − 1} such that li is a negative

literal and contains the variable x.

Example 2. The rule ”If a boss receives a piece of information dealing with the
topic equipment checking, then it’s forbidden for him to say it to his employees”
is expressed with the following formula:

(R0) ∀(x, y, i) Role(x, Boss) ∧ Role(y, Employee)

∧Receive(x, i) ∧ Topic(i, EqtChk) → F (tell(x, y, i))

2.3 Consistency and Completeness of Policies

We note A the following set of axioms:

(Ax1) ∀x P (x) ↔ ¬O(not(x)) (Ax2) ∀x F (x) ↔ O(not(x))
(Ax3) ∀x T (x) ↔ P (x) ∧ P (not(x)) (D) ∀x O(not(x)) → ¬O(x)

(NO) ∀x O(not2n(x)) ↔ O(x) (NP ) ∀x P (not2n(x)) ↔ P (x)

(NF ) ∀x F (not2n(x)) ↔ F (x)

Notation : Let A1, A2, and A3 be formulas of L. We will note:
A1 ⊗ A2 instead of (A1 ∨ A2) ∧ ¬(A1 ∧ A2) and
A1 ⊗ A2 ⊗ A3 instead of (A1 ∨A2 ∨A3)∧ ¬(A1 ∧A2)∧ ¬(A2 ∧A3) ∧¬(A1 ∧A3).
This notation means that one and only one of the formulas Ai is true.

Theorem 1. ∀d d-term A |= O(d) ⊗ T (d) ⊗ F (d)

Proof. ∀x, ¬T (x) ↔Ax3 ¬P (x)∨¬P (not(x)). Yet, ¬P (x) ↔Ax1 O(not(x)) ↔Ax2
F (x) and ¬P (not(x)) ↔Ax1 O(not2(x)) ↔NO O(x). Thus A |= ¬T (x) ↔ O(x)∨
F (x) and A |= O(x) ∨ T (x) ∨ F (x). Then, we have A |= ¬(O(d) ∧ T (d)), A |=
¬(O(d) ∧ F (d)) and A |= ¬(T (d) ∧ F (d)).

Definition 7. A formula or a set of formulas S is complete if and only if, for
all P-literal l, we have: S |= l or S |= ¬l.

Definition 8. A state of the world or a world, W , is a set of atomic formulas
of L without D-literals. If this set is complete, we speak about a complete world.

Let us note Dom the set of constraints that are supposed to be true in all worlds.
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Definition 9. Let P be a policy defined as a set of formulas of L, and W a
complete world ruled by P. P is consistent in W (according to Dom) if and only
if (W ∧ Dom ∧ P ∧ A) is consistent.

Example 3. We take Dom = {}; Let us consider the following world W0
2:

W0 = {Agent(a), Agent(b), Role(a, Boss), Role(b, Employee)

Theme(i1, EqtChk), Theme(i2, ExpRisk), Receive(a, i2)}.

Let P0 be a policy containing one rule which is the rule (R0). (W0, Dom, P0, A)
is consistent. Thus, P0 is consistent in W0.

Definition 10. Let P be a policy. P is consistent (according to Dom) if and
only if there is no set of formulas f of L without D-literal such that (f ∧ Dom)
is consistent and (P ∧ A ∧ f ∧ Dom) is inconsistent.

Proposition 1. P is consistent (according to Dom) if and only if for all com-
plete world W , P is consistent in W .

Proof. This can be proved by using contraposition.

Example 4. Let (R1) be the following rule: ”When an employee receives any
piece of information about equipment check, it’s tolerated for him to tell it to
another employee”. (R1) can be formalized in the following way:

(R1) ∀(x, y, i) Role(x, Employee) ∧ Role(y, Employee) ∧ ¬(x = y)

∧Receive(x, i) ∧ Topic(i, EqtChk) → T (tell(x, y, i))

Let us consider the policy P1 containing rules (R0) and (R1). If we take f =
Role(a, Employee) ∧ Role(a, Boss), then (R0) allows us to infer F (tell(a, y, i2))
and (R1) to infer T (tell(a, y, i2)). Thus, we have a contradiction and P1 is not
consistent in W0 so not globally consistent.

Intuitively, for a given world, a policy is complete if it allows to deduce the
behaviour that any agent should have, according to any piece of information
and according to any other agent he could tell this piece of information. It could
be obligatory, forbidden or tolerated for the agent to say the piece of information
to the other agent.

Definition 11. Let P be a policy and W a complete world ruled by P. P is
complete for |= in W if and only if, for all X = (x, y, i)

If W |= Receive(x, i) ∧ Agent(y) ∧ ¬(x = y) Then

(P , W, A |= O(tell(X)) or P , W, A |= F (tell(X)) or P , W, A |= T (tell(X))

2 We will write in W only the positive literals for more readability. Each literal that
is not explicitely written in W will be considered as negative.
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This definition can be generalized and we can define a global completeness.

Definition 12. Let P be a policy. P is globally complete for |= if and only if
for all complete world W , P is complete for |= in W .

Example 5. We have W0 |= Receive(a, i2)∧Agent(b)∧¬(a = b) but P0, W0, A �

O(tell(a, b, i2)) and P0, W0, A � T (tell(a, b, i2)) and P0, W0, A � F (tell(a, b, i2)).
Thus, P0 is incomplete for |=.

Completeness is an important issue for a policy. For a given situation, with-
out any behaviour stipulated, any behaviour could be observed and thus conse-
quences could be quite important. With an incomplete policy, we could detect
the ”holes” of the policy and send them back to the policy designers so that
they can correct them or we could detect the ”holes” of the policy and allow
for those holes some default rules that could be applied to correct them. The
first solution could be quite irksome to be applied (the number of holes could be
quite important and thus correct them one by one quite long). Then, we put in
place the second solution.

3 Reasoning with Incomplete Policies

3.1 Completion Rules

In this paragraph, we present a solution which extends the CWA defined by
Reiter to complete first order databases.

According to CWA, if the database is incomplete for a literal l (i.e l is not de-
duced in the database), then it can be assumed that its negation (¬l) is deduced.
This rule is motivated by the assumption that a database is used to represent
the real world. Since in the real world, a fact is true or is false (i.e l ⊗ ¬l is a
tautology in first order logic) then a database must deduce a fact or it negation.

Here, given a d-term l, we are not interested in its truth value but in the fact
that a given policy deduces that it is obligatory, forbidden or tolerated. These
three cases are the only ones because axioms A imply O(l)⊗F (l)⊗T (l). Thus, if
the policy is incomplete for a literal l (i.e it does not deduce neither O(l) nor F (l)
nor T (l)) then it can only be completed by assuming that O(l) can be deduced,
or P (l) or F (l). This leads to the three completion rules which are described in
the following.

Furthermore, in order to be as general as possible, we define parametrized
completion rules so that the way of completing by O(l), P (l) or F (l) may depend
on some conditions. These conditions, denoted Ei in the following, will represent
properties about agents (e.g, agents having a specific role), information (pieces
of information dealing with a specific topic),etc.

Let P be a consistent policy and W be a complete world ruled by P .

Notation. For more readabilty, we will write ”P , W incomplete for (x, y, i)” in-
stead of: W |= Receive(x, i)∧Agent(y)∧¬(x = y) and P , W, A � O(tell(x, y, i))
and P , W, A � T (tell(x, y, i)) and P , W, A � F (tell(x, y, i)).



Reasoning with an Incomplete Information Exchange Policy 689

Let E1, E2 and E3 be three formulas that depend on x and/or on y and/or
on i. We will write X instead of (x, y, i)

The three inference rules are:

(RE1)
P , W incomplete for X, W |= E1(X)

F (tell(X))

(RE2)
P , W incomplete for X, W |= E2(X)

T (tell(X))

(RE3)
P , W incomplete for X, W |= E3(X)

O(tell(X)

We can complete an incomplete policy so that it is obligatory (RE1), forbidden
(RE2) or tolerated (RE3) for an agent to tell another agent a piece of information,
according to those three elements. We define here a new inference that we will
note |=∗. Rules of inference for |=∗ are the same as for |= but we add RE1 , RE2

and RE3 .
The next step is to verify that the policy is complete and consistent with this

new inference.
First of all, we have to extend the definition of completeness of a policy with

the inference |=∗.

Definition 13. Let P be a policy and W a complete world ruled by P. P is
complete for |=∗ in W if and only if for all X = (x, y, i), we have:

If W |= Receive(x, i) ∧ Agent(y) ∧ ¬(x = y)Then

(P , W, A |=∗ O(tell(X)) or P , W, A |=∗ T (tell(X)) or P , W, A |=∗ F (tell(X)))

This definition can be generalized.

Definition 14. Let P be a policy. P is globally complete if and only if for all
complete world W , P is complete in W .

Proposition 2. Let P be a policy and W a complete world ruled by P. P is
complete for |=∗ in W if and only if

∀X = (x, y, i), P , W incomplete for X ⇒ W |= E1(X) ∨ E2(X) ∨ E3(X))

Proof. This can be proved by reasoning with contraposition.

Example 6. E1(x, y, i) = Topic(i, EqtCheck), E2(x, y, i) = False, E3(x, y, i) =
Topic(i, ExpRisk). We have P0, W0 incomplete only for (a, b, i2). We have W0
|= E3(a, b, i2) so W0 |= (E1(a, b, i2) ∨ E2(a, b, i2) ∨ E3(a, b, i2)). Then the poliy
P0 is complete in W0.

Then, we have to extend the definition of consistency for the new inference.
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Definition 15. Let W be a complete a world and P a policy that is consistent
for |= in W 3. P is consistent for |=∗ in W (according to domain Dom) if and
only if W, Dom, P , A is consistent for |=∗ (i.e W, Dom, P , A �⊥).

Proposition 3. A policy P that is complete for |=∗ in a complete world W is
consistent for |=∗ in W (according to Dom) if and only if

∀X = (x, y, i) If P , W incomplete for (x, y, i)Then

W |= ¬(E1(X) ∧ E2(X)) ∧ ¬(E1(X) ∧ E3(X)) ∧ ¬(E2(X) ∧ E3(X))

Proof. This can be proved by reasoning with contraposition.

Example 7. We take E1(x, y, i) = Topic(i, EqtChk), E2(x, y, i) = False and
E3(x, y, i) = Topic(i, ExpRisk). We have verified that P0 is complete for |=∗ in
W0. P0, W0 is incomplete for (a, b, i2). For this triplet, we have W0 |= ¬(E1(a, b,
i2) ∧ E3(a, b, i2)). Thus, the policy P0 is consistent for |=∗ in W0.

Corollary 1. Let P be a policy and W a world ruled by P. P is consistent and
complete for |=∗ in W if and only if

∀X =(x, y, i)If P , W incomplete for (x, y, i) Then W |= E1(X)⊗E2(X)⊗E3(X)

Definition 16. A policy P is globally consistent for |=∗ (according to Dom) if
and only if it is consistent for |=∗ in all complete world W where W ∧ Dom is
consistent.

3.2 Default Rules

The three rules that we have just defined look similar to default logic defined by
Reiter in [12]. The aim of this section is to develop this aspect. As a reminder to
the default theory, one could read the chapter dedicated to default rules in [11].
Let P be a policy in a complete world W . We suppose that P is consistent in
W for |=. Let W ′ be the set of formulas defined by W ′ = P ∪ W ∪ A. We define
three default rules in W ′ and for that, we consider a triplet X = (x, y, i).

(d1)
Receive(x, i) ∧ Agent(y) ∧ ¬(x = y) ∧ E1(X) : F (tell(X))

F (tell(X))

(d2)
Receive(x, i) ∧ Agent(y) ∧ ¬(x = y) ∧ E2(X) : T (tell(X))

T (tell(X))

(d3)
Receive(x, i) ∧ Agent(y) ∧ ¬(x = y) ∧ E3(X) : O(tell(X))

O(tell(X))

The default rule d1 can be read as following: ”If, in W ′, an agent x receives a
piece of information i, if y is another agent, if X = (x, y, i) are such that E1(X)

3 It’s not relevant to study a policy that is not consistent in W .
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is true, and if it is consistent to suppose that it is fordidden for x to say i to y,
then we consider that this fordidding is true in W ′”.

We note D = {d1, d2, d3}. dj (j ∈ {1, 2, 3}) is applicable if its prerequisite can
be infered in W ′ and if the negation of its justification cannot be infered in W ′.
We consider now the theory Δ = (D, W ′) and we look at its possible extensions.

Proposition 4. The default theory Δ = (D, W ′) has at least one consistent
extension.

Proof. Δ = (D, W ′) is a closed normal default theory so we can use Reiter’s
theorem (theorem 3.1 in [12]) that says that ”Every closed normal default theory
has an extension”. Thus, as W ′ is consistent, we can deduce that this extension
is consistent.

Example 8. We build the three default rules with E1(x, y, i) = Topic(i, EqtChk),
E2(x, y, i) = False and E3(x, y, i) = Topic(i, ExpRisk). We have:

W ′
0 |= Receive(a, i2)∧Agent(b)∧¬(a = b)∧E3(a, b, i2) and W ′

0 � ¬O(tell(a, b,
i2)). The default rule d3 is then applicable for (a, b, i2). An extension of Δ0 =
(D, W ′

0) could be EΔ0 = Th(W ′
0) ∪ {O(tell(a, b, i2)), P (tell(a, b, i2))}.

We use here the universal inference for default rules : Let ϕ be a formula of
L. W |=UNI,D ϕ if and only if ϕ belongs to every extension of (D, W ).

Proposition 5. Let P be a policy applied in a complete world W . We suppose
that P is consistent in W .
Δ = (D, W ′) has one and only one extension EΔ if and only if

∀X = (x, y, i)If P , W incomplete for X Then

W |= ¬(E1(X) ∧ E2(X)) ∧ ¬(E1(X) ∧ E3(X)) ∧ ¬(E2(X) ∧ E3(X)

Example 9. P , W is incomplete only for X0 = (a, b, i2). We have W |= ¬(E1(X0)
∧ E2(X0)) ∧ ¬(E1(X0) ∧ E3(X0)) ∧ ¬(E2(X0) ∧ E3(X0) then EΔ0 is the only
extension of Δ0.

Definition 17. Let P be a policy applied in a complete world W . P is consistent
for Dom in W for |=UNI,D if and only if (D, W ′ ∪ Dom) has one and only one
extension.

Definition 18. Let P be a policy applied in a complete world W . P is complete
for |=UNI,D in W if and only if we have

∀X = (x, y, i) If W |= Receive(x, i) ∧ Agent(y) ∧ ¬(x = y) Then

(W ′ |=UNI,D O(tell(X)) or W ′ |=UNI,D T (tell(X)) or W ′ |=UNI,D F (tell(X)))

Proposition 6. Let P be a policy applied in a complete world W . P is consistent
for Dom in W and is complete in W for |=UNI,D if and only if

∀X = (x, y, i)If P , W incomplete for X Then W |= E1(X) ⊗ E2(X) ⊗ E3(X)

Example 10. For X0 = (a, b, i2), we have W0 |= E1(X0) ⊗ E2(X0) ⊗ E3(X0). P0
is consistent and complete in W0 pour |=UNI,D .
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3.3 Comparison

The two methods that we have just seen look very similar. The following propo-
sition shows their relation.

Proposition 7. Let W be a complete world and P a policy that rules W . For
all X = (x, y, i)

If W |= Receive(x, i) ∧ Agent(y) ∧ ¬(x = y) Then

( P , W, A |=∗ F (tell(X)) ⇔ W ′ |=UNI,D F (tell(X)) ∧
P , W, A |=∗ T (tell(X)) ⇔ W ′ |=UNI,D T (tell(X)) ∧
P , W, A |=∗ O(tell(X)) ⇔ W ′ |=UNI,D O(tell(X)) )

4 Discussion

After having given a logical framework and showed how to formalize a informa-
tion exchange policy within this framework, we have reminded of a definition of
consistency and we have defined what meant completeness for a policy. There-
fore, the issue was to deal with incomplete policies. In solution to that, we have
proposed two ways of completing a policy. One way is to use a new inference
with three inference rules that can be applied for elements for which the policy
is incomplete. The other one is to use the default theory and in particular three
default rules that can be applied as soon as they are not in contradiction with
what already exists. These default rules allow the construction of a new com-
plete policy. After having completed policies, we can check that the result is still
consistent. Finally, we prove that the methods results are equivalent. Indeed, in
a given situation, as soon as an agent will receive a piece of information, the
question will be to check if the policy deduces that it is obligatory, tolerated or
forbidden for him to tell that information to another agent. If the anwser is neg-
ative, then the question will be to check which condition Ii is true. If E1 (resp,
E2, E3) is true, then the agent will deduce that it is forbidden (resp, tolerated,
obligatory) to exchange this information. The condition on the Ii’s ensures that
the agent will deduce one of them.

This work could be extended in many directions.
First, we could extend it by adding the notion of time. As it is shown in

[10], this issue is very important when speaking about obligations. In our case,
the impact of time will be quite difficult to deal with. Actually, we will have
to consider different times : time the piece of information is created, time it is
received by an agent, time the obligation is created, time the agent makes the
action of telling the piece of information, time the obligation lasts.

Secondly, we could focus our attention on the so-called Receive predicate
and study its semantic in relation with the agent’s belief base revision. Indeed,
the obligations, prohibitions, tolerances expressed by the policy should not be
triggered by the arrival of a new piece of information in the agent’s base, but by
the computation of the “new” beliefs (i.e the ones which belong to the difference
between the base before and after the revision).
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Besides, it must be noticed that some properties other than consistency and
completeness could be studied. For instance, we could wonder if the notion of
correctness, as introduced in [8], is pertinent in our case. In that paper, the
authors introduce the notion of correctness of airport security regulation. In their
context, there are different organizations which do not have the same hierarchy
level but which create rules on the same topics (e.g, dangerous objects on board
a aircraft). The higher the hierarchy level of the organization is, the more general
the rule is. The lower hierarchy level organizations have to create sub-rules that
once all checked will validate the general rules. Correctness ensures that the
sub-rules fulfill the general rules.

Finally, this present work could be extented to any kind of regulations. Indeed,
it must be noticed that the idea which underlines the notion of completeness
studied here for information exchange policies could be used to characterize a
kind of ”local completeness” (completeness relatively to some particular situa-
tions) for any type of regulation. This notion of “local completeness” is rather
similar to the one already introduced in Database area. Indeed, as mentionned
in [13] and [9], some integrity constraints expressed on a database are in fact
rules about what the database should know. For instance, considering a database
of a multi-national company, the integrity constraint ”any employee has got a
phone number, a fax number or a mail adress” expresses in fact that, for any
employee known by the database, the database knows its phone number, its fax
number or its mail address. 4. As first mentionned by Reiter [13], this integrity
constraint expresses a kind of local completeness of the database. Defaults, as
reiter defined them, can be used in order to complete such a database in case of
incompleteness. For instance, one of the rules can be that if the database does
contain any required information (no phone number, no fax number, no mail
address) for a given employee but if the department that employee works in is
known, then it can be assumed that its phone number is the phone number of
its department.
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