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#### Abstract

This note briefly presents two different types of approaches to explanations, one that originates in the setting of possibility theory and the other that relies on the use of analogical proportions. The ideas are only outlined, but the main references are provided.


## 1 Introduction

The first trend of researches on explanations in AI took place in the late 1980's and early 1990's at the end of the boom on expert systems, see [6] for a an overview. At that time, expert knowledge was often considered as being pervaded with uncertainty, and this led to a few works on explanations in presence of uncertainty, in particular represented in the framework of belief functions [13], or in the framework of possibility theory [8].

In the following, we briefly revisit this latter work, before considering the analogical reasoning setting where conclusions are brittle and uncertain.

## 2 Possibilistic setting

In possibility theory, there exists a matrix calculus (which can be closely related to possibilistic logic), that handles uncertain rules "if $p$ then $q$ ", rather than undirected logical formulas [8, 7]. It relies on the following max - min matrix product (here denoted $\otimes$ ):

$$
\left[\begin{array}{c}
\pi(q) \\
\pi(\neg q)
\end{array}\right]=\left[\begin{array}{cc}
\pi(q \mid p) & \pi(q \mid \neg p) \\
\pi(\neg q \mid p) & \pi(\neg q \mid \neg p)
\end{array}\right] \otimes\left[\begin{array}{c}
\pi(p) \\
\pi(\neg p)
\end{array}\right]
$$

where the conditional possibility distributions obey a qualitative form of conditioning.
Due to normalization conditions (e.g., $\max (\pi(p), \pi(\neg p))=1$ ), which are preserved by the product $\otimes$, a matrix $\left[\begin{array}{ll}1 & s \\ r & 1\end{array}\right]$ represents the rules "if $p$ then $q$ " (with certainty $1-r$ ) and "if $\neg p$ then $\neg q$ " (with certainty $1-r$ ).

Let us consider a set of $m$ parallel uncertain rules of the form "if $a_{i}^{1}(x)$ is $P_{i}^{1}$ and $\cdots$ and $a_{i}^{1}(x)$ is $P_{i}^{k}$ then $b_{i}(x)$ is $Q_{i} "(i=1, \cdots, m)$ that relate variables pertaining to the attribute values of some item $x$, and where the $P_{i}^{j}$,s and $Q_{i}$ are classical subsets in the corresponding attribute domains. Then, it has been shown that the result of their joint application (including the fusion of the results obtained from each rule) can be put under the form of a min - max matrix product [7]; see [1] for the general case.

The output of this min - max product is a possibility distribution over a collection of mutually exclusive alternatives (induced by weighted conclusions on the $Q_{i}$ 's).

A cascade of such min-max products of matrices has a structural resemblance with a min-max neural network. In fact such a cascade can be shown to be equivalent to a min-max neural net, each matrix product corresponding to a layer, and the activation function used being the identity; [1] for details. First, this indicates that there is not such a big gap between experts systems and neural nets, in spite of what some people say or write. Second, this opens the door to the learning of the matrices corresponding to each layer; clearly a gradient descent-like algorithm is not easy here due to the non differentiable nature of the min-max products; however another road may use fuzzy relation equation solving techniques [4].

Besides, the above matrix calculus was recognized early as being of interest for explainability purposes [8]; this early work has been recently pursued [2,3]. Indeed a sensitivity analysis is made possible by exploiting the expression of the min-max matrices product. Depending on what is fixed and what is known, various forms of explanations can take place (including 'why' and 'why not' queries). See [9] for a detailed example with a cascade of two layers of rules. Generally speaking, the logical side of possibility theory has a potential for explanatory capabilities.

## 3 Analogical setting

Rather than dealing with rules, as in the previous approach, one may deal with a repertory of cases. A convenient way of expressing analogical inference [5] is to build analogical proportions, which are statements of the form " $a$ is to $b$ as $c$ is to $d$ ", which is denoted $a: b:: c: d$. Analogical proportions can be encoded as logical expressions stating that $a$ differs from $b$ as $c$ differs from $d$ and that $b$ differs from $a$ as $d$ differs from $c$, see, e.g. [10]. The analogical proportion $a: b:: c: d$ is true only for the 6 following patterns (in the Boolean case): $0: 0:: 0: 0 ; 1: 1:: 1: 1 ; 0: 1:: 0: 1 ; 1: 0:: 1: 0$;
$0: 0:: 1: 1$ and $1: 1:: 0: 0$. This readily extends to nominal values with 3 patterns of the form $s: s:: s: s, s: t:: s: t, s: s:: t: t$ (where $s$ and $t$ are values of the considered nominal attribute).

The table below exhibits two pairs $(a, b)$ and $(c, d)$ such as $a: b:: c: d$ holds for each attribute value $\mathcal{A}_{i}$ and for the values of the class $\mathcal{C}$ ) associated to each of the 4 items $a, b, c, d$. Observe that the attributes can be partitioned in three categories: i) from $\mathcal{A}_{1}$ to $\mathcal{A}_{j-1}, a, b, c, d$ are identical ; ii) from $\mathcal{A}_{j}$ to $\mathrm{A}_{r-1}, a, b$ are identical, as well as $c, d$, but not in the same way ; iii) from from $\mathcal{A}_{r}$ to from $\mathcal{A}_{n}, a$ differs from $b$ in the same way as $c$ differs from $d$. Such a table can be read in a way oriented towards explanation: The change of value of $\mathcal{C}$ from $s$ to $t$ between $a$ and $b$ and between $c$ and $d$ can only be explained, given this table, by the change of values of attributes from $\mathcal{A}_{r}$ to $\mathcal{A}_{n}$.

|  | $\mathcal{A}_{1} \ldots \mathcal{A}_{i-1}$ | $\mathcal{A}_{i} \ldots \mathcal{A}_{j-1}$ | $\mathcal{A}_{j} \ldots \mathcal{A}_{k-1}$ | $\mathcal{A}_{k} \ldots \mathcal{A}_{r-1}$ | $\mathcal{A}_{r} \ldots \mathcal{A}_{s-1}$ | $\mathcal{A}_{s} \ldots \mathcal{A}_{n}$ | $\mathcal{C}$ |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $a$ | 1 | 0 | 1 | 0 | 1 | 0 | $s$ |
| $b$ | 1 | 0 | 1 | 0 | 0 | 1 | $t$ |
| $c$ | 1 | 0 | 0 | 1 | 1 | 0 | $s$ |
| $d$ | 1 | 0 | 0 | 1 | 0 | 1 | $t$ |
|  |  |  |  |  |  |  |  |

This change is the same for the pair $(a, b)$ and the pair $(c, d)$ ). So these pairs may be viewed as instances of a rule expressing that the change on attributes from $\mathcal{A}_{r}$ to $\mathcal{A}_{n}$ determines the change for $\mathcal{C}$ whatever the context; obviously this rule may have exceptions in the case repertory! However, the building block for finding explanations is the comparison of cases. In fact, it can be shown that one can approximate both abductive explanations (how can we insure that the class of item $x$ is $s$ ?) and contrastive explanations (why item $x$ is not in class $s$ : one can then identify the attributes whose value should be changed for that), in this setting [11]. Besides, the comparison of items can be also at the basis of an index for estimating the relevance of attributes in a classification process [12].

## 4 Conclusion

We have only outlined the main features of two approaches to explanation. The reader is referred to the cited papers for details and examples.
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