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ABSTRACT |1 2 3 45 6 7]|mag
The aim of judgment aggregation is to make collective densi w11 1 1 1 1 0 0f1
based on the judgments of individual agents. Some ratiyrain- w21 1T 1 0 0 1 1|1
ditions governing the expected behavior of the aggregétioction w30 0 0 1 1 1 1|1
must be considered. However, impossibility theorems shaivte- )
Table 1: A doctrinal paradox

signing an aggregation function satisfying all desirabigpprties

is not feasible. While some rationality conditions are veaju-

ral ones, other ones are more disputable. We show that tthie is
case of the systematicity condition that prevents fromtelgds-
sues with more votes than others. Instead, a neutralityittond
and a swap optimality condition are promoted. Swap optimali
ensures that among two possible results, the one with thesbps
port (number of votes) is chosen. We introduce a new family of
judgment aggregation methods based on the support (nunfiber o
votes) that each issue receives.

sitional formulaep1 = a, g2 = b, 3 = —a V —b: it is not
possible to accept:, 2 andys together since they are jointly in-
consistent. Table 1 reports the opinions of each individiiath a
group of seven peoplél, 2, 3,4, 5,6, 7} on those three formulae
(1 means "accept" and 0 "reject"). For example, agent 1'g-jud
ment is thata is true, that is also true, and thata V —b is not
true. Each individual opinion is only constrained by a nadility
condition of consistency: for any agent, the set of judgmestie
reports is supposed to be consistent. A natural method te rmak
collective decision is to use a majority vote: if a majorifyagents

Categories and Subject Descriptors accepts an issue, then this issue is accepted by the grotipg Us
[Computing methodologie$: Artificial intelligence: Knowledge this method, since a majority of individuals are for, for 2 and
representation and reasoning for 3, the decision made by the majority shoulddgen 2 A 3,

which is not consistent. Examples of this kind are callediioal
General Terms paradoxes (see [16] for more details).

While this example illustrates that simple majority votedmot

Theory work as an admissible judgment aggregation (JA) methodya ke

issue is to determine alternative methods to do the job. iBgho
Keywords impossibility theorems in voting theory, impossibilityetbrems for

judgment aggregation state that there is no method satéstyie

full set of expected rationality properties [15, 13, 16,A8% a con-
sequence, some rationality conditions must be given up.

1. lNTRODUCTIQN ) o ) Many impossibility theorems consider a property referieds

Judgment aggregation is a very active research topic inaBoci  systematicity, which basically states that the collectivdgment

Social choice theory, Judgment aggregation

Choice Theory, Political Philosophy and Artificial Intgjéince [18, on each issue is the same function of individual judgmentthan
15,12, 2, 8, 16, 11, 9, 3]. It aims at making collective dexision issue, whatever the votes on the other issues. This propety
a set of (usually not logically independent) issues fronojpieions be seen as a way to ensure some form of strategy-proofness: th
(judgments) expressed by individuals on these issues. tpeioof collective decision cannot be changed by adding or remasimge
such an aggregation process is one or several social judge&)  issues of the agenda (this property is related to the Indigpere

reflecting the opinion of the group of agents on the issuesctMu  of Irrelevant Alternatives in voting theory [1]). Howevesystem-
work about judgment aggregation has been devoted to thg sfud  aticity prevents from considering judgment aggregatiomm®p-

rationality properties for aggregation methods, and thinmesults timization process: an issue is accepted or rejected imsmely

are impossibility theorems, showing that no judgment aggfien of the votes on the other issues. Thus, adhering to systeityati

method satisfies all expected properties [15, 13, 16, 9]. may prevent from selecting issues getting more votes thaerst
Let us illustrate the difficulties raised up when aggregajirdg- because comparison between issues is not allowed. In onioapi

ments by considering a simple example. Consider the thiasopr this behaviour is not desirable.

Contrastingly, many existing judgments aggregation nhan
Appears in: Alessio Lomuscio, Paul Scerri, Ana Bazzan, and not satisfy the neutrality condition, that we consider ass €ilass
Michael Huhns (eds.), Proceedings of the 13th Internati&@n- requirement. Neutrality intuitively states that all thetiss have
ference on Autonomous Agents and Multiagent Systems (AAMASg, pe considered on an equal basis, without any priority betw

2014), May 5-9, 2014, Paris, France. . .
Copyright (© 2014, International Foundation for Autonomous Agents and them. The premise-based method [18, 2, 6], the conclusised

Multiagent Systems (www.ifaamas.org). All rights resetve method [18, 2, 20], the sequential priority rule [12] vi@ateutral-



ity, by requiring additional information to make a decisisnch as
a set of identified premises). Of course, when some addlitiona
formation are available, such as a distinction between {gesand
conclusions, or some priority relations between the isstrese
extra information have to be taken into account and netynadust
be given up. However, in the remaining case, neutrality isag w
to avoid some arbitrariness to take place in the aggregation
cess. Distance-based methods [19] and more generally thedse
based on minimization recently proposed in [11] satisfy it.

In this paper, we first criticize systematicity in presenteeu-
trality. Chapman [3] also criticizes systematicity, besathis prop-
erty prevents from considering the logical interactionsieen is-
sues to solve the conflicts. Our work is different from Chapina
because we consider the case when no additional informagion
available, so neutrality has to be satisfied. We provide bathtu-
ral example highlighting the limits of systematicity, andienpos-
sibility theorem showing that it conflicts with other expedttratio-
nality properties. Then we define and study judgment aggimga
methods which select consistent sets of issues as socghprmt
sets, based on the support (humber of votes) of their elemést
a matter of illustration, on the previous example, one cailyeab-
serve that each ap; andps receives 5 (out of 7) votes, whereas

ping~ from X to D, also viewed as the set of formulée. | ¢x €

X andvy(pr) = 1} U {—¢k | ¢x € X andy(pr) = 0}. For each
ok of X, v is supposed to satisfy(—¢r) = —y(¢x ), where—y is

given by—y(pr) =+ iff y(¢r) = % =y (pr) = 1iff v(pr) =0,

and—y(¢x) = 0iff y(pr) = 1.

Judgment sets are often asked to be consistent and resalute:
judgment sety on X is consistentff /\{%exhwk):l} ©K A
/\{%exwwk):o} -y IS consistent. It isesoluteiff Vo, € X,
Y(pr) = 00ry(pr) = 1.

Aggregating judgments consists in associating a collegtidg-
ment set with a profile of. individual judgment sets: arofile
P = (71,...,7v) on X is a vector of judgments sets o%i. It
is consisteniresp. resolut§ when each judgment set in it is con-
sistent (resp. resolute).

For each agend®, ajudgment aggregation methe@dassociates
with a profile P on X a non-empty sef(P) of judgment setsp on
X. Whend(P) is a singleton for eacl, the judgment aggregation
method is called a (deterministic) judgment aggregatide, rand
itis called a judgment aggregation correspondence otkerfiil].

3. RATIONALITY ISSUES

3 receives only 4 votes. While the three issues are accepted by What are the properties judgment aggregation methods @éhoul

a majority of individuals, the supports ¢f; and of . are strictly
greater than the one g¢fs. This can be considered as a sufficient
evidence for preferring the judgment get; , 2} (and so—3), to
the judgment set§yp2, 3} and{p1, ps3}.

Quite surprisingly, only few JA methods take such suppdadrin
mation into account; the most notable exception is Porefidriss’
method [21], equivalent to Lang et al.’s ranked agenda nakftht],
which is the instantiation to JA of Tideman’s ranked pairshod
[23, 26]. This is rather astonishing since, if one interprittese
aggregations from an epistemic point of vib#hen the more votes
an issue gets, then the more likely it is (see Section 5 for emo
formal discussion).

We introduce the family of Support-based Aggregation Gorre
spondences (SAC). This family gathers methods for whiclsthe
lection of an issue in a social judgment set depends only ©n it
logical interactions with the other issues and on the lef/slipport
it gets from the individuals. We specifically focus on the settof
SAC consisting of ranked majority methods. Such method=csel
consistent judgment sets based on the number of votes eedey
their elements. We study the rationality properties offdrg these

satisfy? Many intuitions are captured by the following pedjes?
The first one states that no specific condition must be imposed
the input profile, but consistency:

Universal domain. The domain ofd is the set of all consistent
profiles.

This property is often relaxed [15] to:
R-universal domain. The domain of§ is the set of all profiles
which are consistent and resolute.

Some properties also state that the result should be censist
and resolute:

Collective rationality. For any profileP in the domain ob, §(P)
is a set of consistent collective judgment sets.

Collective completeness. For any profileP in the domain ofs,
0(P) is a set of resolute collective judgment sets.

Itis usually expected that agents play symmetric roles:

Anonymity. For any two profiles? = (v1,...,v,) and P’
(71, ---,7s) in the domain ofs which are permutations one an-
other, we havé(P) = §(P’).

methods both in the general case and for some specific methods — systematicity states that issues receiving the same supyist

We also discuss the significance of some of the ranked mgjorit
methods using truth tracking arguments.

The rest of the paper is organized as follows. Section 2 first
gives some formal preliminaries. Some rationality propsrfor
aggregation methods are recalled and discussed in SectlBAG
and ranked majority methods are defined in Section 4. In &ecti
5 several ranked majority methods are characterized thartksth
tracking arguments. Finally, Section 6 concludes the paper
space reasons, only the proofs of the main results are hatis

2. FORMAL PRELIMINARIES

An agendais a finite, non-empty and totally ordered set of non-
trivial (i.e., non-contradictory and non-tautologicabopositional
formulaeX = {¢1,...,om}.

A judgmenbn a formulapy, of X isan elementob = {1, 0, x},
wherel means thapy, is supported) that—py, is supportedy that
neithery, nor —yy, are supported. Audgment sebn X is a map-

'Under usual reliability and independence assumptions447]L

be treated in the same way:

Systematicity. For any two profilesP? = (vy1,...,7,») and P’ =
(71, - - -, vr) in the domain of5, and any two propositiong,, and
@ of X, suchthati € 1,...,n,vi(¢r) = vi(w1), if yp(pr) =
forall vp € 6(P), thenyp: (¢1) = x for all v, € 6(P').

Unanimity states that if all agents agree on the judgmentron a
issue, then the collective judgment on this issue must barihai-
mous one:

Unanimity. Letxz € {0,1}. For anyyp, € X, if Vy; € P,
vi(¢r) = z, then for everyyp € §(P), we haveyp(pi) = .

Note that unanimity orpy, is trivially satisfied when all agents
votex for . In this case it does not seem desirable to foréer

2Most of these properties are usually stated for judgmenteagg
tion rules and for resolute profiles. We state these pragseiti the
more general setting of judgment aggregation correspaadesnd
without the resoluteness assumption. See [22] for a sirsthte-
ment.

3Sometimes also callggollective resoluteness).



the collective decision on this issue, since the value of igBue

demands that they are treated the same wayButas a majority

at the group level may be imposed by the decisions made on othe of votes (4 out of 7), and no logical links with other formulas

logically related issues.

In order to define the next property which expresses a form of
compliance to majority, we need a few preliminary definiipfet
g7, 95 and gp be the majority counting functions frooY to Z
given by gi- (o) = [{vi € P | vi(px) = 1} andgp(pr) =
{yi € P | viler) = 0}, andgr(pr) = g5 (¢r) — 9p(ok)-
These functions can be straightforwardly extended to nmayspi
from X U {—pr | px € X} toZ so that for anyp, € X, we
haveg} (~¢x) = g5 (#k), 95 (—pr) = g5 (9r), andgp(—pr) =
—gp(pk)-

We can now define formally the majoritarian aggregation rule
o™  which is the judgment aggregation rule we considered in the
example given in the introduction.

DEFINITION 1. The majoritarian aggregation rul&% is de-
fined as follows. For any agend& and any profileP on X, we
haved™® (P) = {5}, where for any issug;, € X:

1 ifgp(er)>0
0 ifgpr(er) <O
* ifgp(er) =0

We are now in position to define the majority preservatiorppro
erty:

Majority preservation.
§(P) ={6"*(P)}.

Majority preservatiofi[22] is a very natural property, stating that
if the simple majority vote on each issue leads to a condistet
resolute judgment set, then the judgment aggregation suore
dence must contain this set, and no other set. The idea igko st
to the result furnished by a simple majority vote when no doat
paradox occurs.

Some additional logical properties seem also reasonabjedg-
ment aggregation correspondences. Thus, when all thenafarn
available are given by the input profile, it is expected tlsaties
play symmetric roles:

Neutrality. If X = {¢1,...,pm}andX’ = {p},..., 0} are
two agendas such that there exists a permutatiover{1, ..., m}
satisfyingp, = go;(k) for everyk € 1,...,m, then for any pro-
filesP = (y1,...,7)onX andP’ = (v1,...,7,) on X’ such
that for everyi € 1,...,n, for everyk € 1,...,m, vi(¢x)
Vi(Po()), We haves(P) = 5(P).

We want to stress that this neutrality property is differizomn
the one usually considered in judgment aggregation, whgse s
tematicity is equivalent to the two properties of indepercdeand
“neutrality” [15]. Both properties differ even in the reésted case
of resolute profiles. The usual “neutrality” property is aakening
of systematicity, and is far from the standard meaning ofnadity
in vote theory, which is the one we want to capture by our prop-
erty. The problem of usual “neutrality’is similar to the one of
systematicity: it does not consider the logical relatiopsietween
the issues, whereas two formulas with the same votes shawutl h
to be treated differently depending of their relationshighvather
ones. Consider the example of the introduction (see Tabhith)
an additional formulas = ¢, with the same vector of votes as
(1.e.0001111). As explained in the introductiops has to be
rejected becausg; andyp, are incompatible witkps and have bet-
ter supports.ps has exactly the same votes @s, so “neutrality”

maj

TP

(x)

maj

If v, is consistent and resolute, then

4Called strong majority preservation in [22].
S(neutrality”) Yy, ' VP if (Vi vi(¢) = 7i(¢)) thenyp ()
vP(¢')-

there is no reason for rejecting it.

Finally, let us define the swapp | of a collective judgment set
~p With respect to a set of issuesC X a57p|s(<pk) = vp(pg) if
v €S, and7p|s(<pk) = —yp(pk) if pr € S. We may consider
the following property:

Swap optimality. If vp € §(P), then there are ngx, p; € X
such thatryp|{% o) is consistent and

max (g7 (~¢r), 95 (—e1)) > max(gf (or), 9 (1))

Swap optimality requires that the selection of collectiudg-
ment sets depends on the number of votes received by eaeh issu
So if one can consistently replace in a collective judgmengsy
pair of formulae of the agenda by their negations, then oneldh
not get a better number of votes for any of these two negateulfo
lae. This property ensures that most supported formulaghargen
from a profile, when it is possible to do so. R-swap optimaibty
the relaxation of swap optimality where only resolute pesfiP
are considered. In this case, the expression of the swamaiftif
condition is simpler:

R-swap optimality. If P is resolute and» € §(P), then there are
no ¢k, p; € X such that7p|{% o is consistent ang} (¢x) +

g7 (¢1) < n, wheren is the number of agents in the profile.

This simpler expression allows one for a better understenof
what swap optimality means. Overall, R-swap optimality siah
keeping the most supported issues in the selected resgift( i )+
g1 (p1)) < nandifitit possible to swapy, to ~x ande; to —g;
in the profile, then the profile with the two negated formulamiie
receive strictly more votes than the initial one.

It turns out that all these properties are not jointly coritpat
We first recall the impossibility theorem of [15] (for judgmteag-
gregation rules only).

PrRoPOSITION1 ([15]). There exists no judgment aggrega-
tion rule that satisfies R-universal domain, collectiveionality,
collective completeness, systematicity and anonymity.

This theorem is quite negative, but it relies on some straig a
sumptions. First is the resoluteness (completeness) asisuns of
the individuals (R-universal domain), that can be cricizsince
one cannot expect all agents to have an opinion on all pessibl
issues; this is also the case of the collective completepess
erty, that is helpful for making decisions, but forces to makme
choices even when there is no evidence enough to do so. Thus
the collective completeness requirement imposes sometiorais-
criminate further some judgment sets, using additionadrinf-
tion not given in the input profile. As such, it conflicts withet
anonymity and neutrality conditions. Suppose for instamger-
fect tie (say, about a unique issydn the agenda, with 4 votes for
and 4 votes against it), why and how to make a distinction betw
p and—? See [8] for criticisms on the collective completeness
property.

The systematicity property is also highly criticizableptevents
from considering judgment aggregation as an optimizatioegss
trying to achieve a best compromise, which is often expefied
aggregation methods. The following example illustrates it

EXAMPLE 1. Let us consider an agendd composed of the
following six formulaeips = (-a VvV -bV —cV ~dV —e), g2 = q,
w3 = b, s = ¢, ps = d, ps = e. Let us consider the pro-
files P and P’ on this agenda, as given by Table 2. In the (res-
olute) profile P, every formula has a majority of votes, so using
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Table 2: Profiles P and P’

simple majority vote all the formulae have to be selectedclwh
would lead to an inconsistent collective judgment set. Steést)
one of the six formulae has to be rejected by the judgmentaggr
gation correspondence. There is a unanimity far, so it seems
sensible to selecp; in the result. All the other formulae except
(2 are quasi-unanimously accepted (they get all votes but.one)
The least supported formula {s, so the expected resultis> =
{@17 P2, P3, P4, P5, 806}

Consider now the profil®’. Simple majority vote leads to a con-
sistent collective judgment seb: = {—¢1, v2, 3, 4, Ps5, Y6}
which thus appears as the expected result. So, though thednd
ual judgments are the same ones in both profilesAgrin the ex-
pected result fo® —- is selected, whereas f@’ - is selected.
Sinceps gets the same votes pros and cons in the two profiles, no
judgment aggregation method satisfying systematicit{iasvad to
make such a distinction.

This example illustrates clearly that the individual judgits on
an issue cannot be considered independently from thosenhéor t
other issues. This requirement conflicts with those supgobty
the other rationality conditions, leading to the followimgpossi-
bility theorem:

PROPOSITION 2. There is no judgment aggregation correspon-
dence that satisfies R-universal domain, unanimity, mgjpreser-
vation, R-swap optimality, and systematicity.

PrROOF Consider Example 1, and a judgment aggregation cor-
respondence satisfying universal domain, unanimity, nitgjpre-
servation and swap optimality. As this judgment aggregatior-
respondence satisfies universal domain, the two profilescaept-
able. From the unanimity assumptiop; has to be in the result
for the first profile. Since the six formulae are not jointlynses-
tent, the negation of at least one of them has to be chosemgUsi
the swap optimality assumptiomz. must be rejected because its
support is lower than the one @k, ¢4, ps5 Or ps. For the second
profile, the majority preservation assumption forces ttseilte as
the majoritarian rule gives a consistent judgment seti, o2, 3,

4, s andyg is the result. This judgment aggregation correspon-
dence selects\p, for the first profile,po for the second profile,
whereas the support gf; is exactly the same one in both profiles.
Hence this correspondence does not satisfy systematidil.

COROLLARY 1. There is no judgment aggregation correspon-
dence that satisfies universal domain, unanimity, majgigser-
vation, swap optimality, and systematicity.

We want to stress that systematicity, which is often preskat
the counterpart of Independence of Irrelevant Alternat{¥i\) for
voting methods (surely because Dietrich and List [5] haveash
that when one wants to express Arrow’s Theorem in a judgment
aggregation setting, using propositions to encode thepete re-
lation, then 1A leads to the related independence propeaistu-
ally is stronger than IIA (see [17] for a similar statemedr this
reason, systematicity is set aside in the rest of the papemaow

look for judgment aggregation correspondences satisfyiriger-
sal domain, collective rationality, anonymity, neutnglimajority
preservation, unanimity, and swap (or R-swap) optimalitythe
next section, we prove that such a correspondence exists.

4. SUPPORT-BASED JUDGMENT AGGRE-
GATION

Let us now point out a general family of judgment aggregation
correspondences for which the selection of consistenecile
judgment sets is based only on the support obtained by their e
ments. To achieve this goal, let us first introduce a few dafims:

DEFINITION 2. Given an agendaX = {¢1,...,®m}, apo-
tential solutionM = (au,...,am) IS a vector such that eachy,
is eitheryy or —pr, and A", «; is consistent.Mx is the set of
all potential solutions giverX'.

Obviously, there is a direct equivalence between the paient
solutions and the consistent and resolute collective juddraets.
Observe thal\/x is never empty.

DEFINITION 3. Given a profileP on X, the support sebf P

is the setss(P) = {{{¢i, 95 (i), 9p(9i)) | wi € M} | M €
My}

Thus, the support set of a profilé reports the evidence pro and
against every issue of, for each potential solution giveX .

DEFINITION 4. A Support-based Aggregation Correspondence
(SAC)¢ is a judgment aggregation correspondence such that there
exists a mapping’ such that for any consistent profile on X,

6(P) = f(ss(P)).

The definition of SAC therefore calls simply the result of &g
gregation process for each agenda to be determined soldlyeby
votes for or against each issue, and the way issues intéogét,
cally speaking (no further information such as a classificadf
formulae into premises and conclusions are taken into axtou

Clearly enough, each SAC already satisfies a number of proper
ties of interest:

PrROPOSITION 3. Every SAC satisfies universal domain, collec-
tive rationality, anonymity and neutrality.

While the majoritarian aggregation rui& defined previously
is not a SAC since it does not satisfy the collective ratitypalon-
dition, we can easily define a SAC based on it, and more gdyeral
on qualified majority methods (quota metho#fis):

DEFINITION 5. Letq be any integer. The-quota aggregation
rule §%¢ is defined as follows. For any agendd, and any profile

PonX, we haves? (P) = {71?"}, where for anyp € X:

o L ifgr(p) >q
() =9 0 ifgr(p) <g
* otherwise

The SAGS associated witl5? is defined a§fi‘é(P) ={M e
Mx |if vg%(p) = 1, theny € M and ify5?(¢) = 0, then
- € M}if *yf;f" is consistent, andfi‘é(P) = Mx otherwise.

65™% s the0-quota aggregation metha&®.



The 5<% methods clearly suffers from a lack of accuracy when-
evemgq is inconsistent (all the potential solutions are kept iis thi
case).

Let us now introduce a specific family of SAC which does not
exhibit this drawback, the family of ranked majority meteodror
such correspondences, the selection of potential sokit®ohased
on their aggregated score:

DEFINITION 6. Thescore vectoof a potential solutiom\ =
(a1,...,am) givenP is the vector of votes in favor of the issues
selected by this potential solution:

s(M) = (g5 (an), ..

Note thats(M) is defined using only the "positive" suppart of
issues. There is no need to consider the "negative" sugposs
well, since the negations of formulae frof are also considered
in other potential solutions.

DEFINITION 7. Anaggregation functiois a mapping & from
R™ to R, which satisfies:

o If z; >z, then (non-decreasingness)

D(T1y vey Ty eeey Tin) > D(T1y ey Ty ey Tan)
e ©(0,...,00=0 (minimality)
e If o is a permutation ovef1,...,m}, then (symmetry)
@(1’1, Cey $m) = @(xc(l), . ,.’Eg(m))

Some additional properties can also be considered forgthe
function:

o If z; > xj, then (strict increasingness)

D(T1y vey Tiy eeey Tin) > D(T1, ey Ty ey Ten)
o If ®(x1,...,Zm,2) > B(y1,-..,Ym,2) (decomposition)
then®(z1,...,2m) > ®(y1,-..,Ym)

e lfViel ... .m+1,z>y,then
S(z,21,. ., Tm) > (Y1, Ymt1)

(strict preference)

DEFINITION 8. A ranked majority judgment aggregation met-
hod §%¥Me associates with every profil® on agendaX the set
of potential solutions with the greatest score vector w.ttie &
aggregation function, i.ed®™e(P) = {M € Mx | M’ <
Mx st.®(s(M") > ®(s(M))}.

PROPOSITION 4. Every ranked majority judgment aggregation
method is a SAC.

Some judgment aggregation methods pointed out in the ditera
ture belong to the family of ranked majority judgment agaitémn
methods. Thus, the maxweight subagenda rule introducetilin [
is the ranked majority method with = X. This particular method
also has a distance-based characterization, since itligctaetects
the consistent judgment sets that minimize the Hammingualcst
w.r.t. the judgment profile. But other ranked majority judegrh
aggregation methods (in the general case, i.e., whea ) are
not distance-based ones. Another method defined in [11]elyam
the operatos®*, is not a ranked majority method b tezimaz
(which is a ranked majority judgment aggregation methotihes

674, Other meaningful aggregation functions can be used to give

rise to other ranked majority methods. Let us mention forainse
mazx, min, leximaz, lezimin,® X" (the sum of then™ powers),
etc.

"strictly speaking, it is a family of mappings, one for eagh

8The standardezimaz andlezimin functions can be encoded nu-
merically using Ordered Weighted Averages functions [2},t&
comply with Definition 7.

Let us introduce a last aggregation function, that willaligs to
define an interesting ranked majority judgment aggregatiethod.

DEFINITION 9. Given a positive numbey, let maj,, be the ag-
gregation function given by:
mag,(x1,...,2n) = {zi > q|i € {1,...,n}}|
For any profileP on X, let us defineV/aj asmaj |p .
2

Ranked majority methods™/ 4 select the potential solutions
with the highest aggregated score, where the score of ai@olut
is the number of formulae in it which are supported by a majori
(which depends on the value ¢f. Interestingly,6%" v« differs
from each ofy #Mezimar | §EMicoimin gnd§FMs

EXAMPLE 2. Let X = {¢1,p2, ¢3,pa} be the agenda with
p1=a,92=>b,¢3=(aVb) Acandys = (-a V —b) Ad, and
let the profileP on X be given by the following table.

Each of M1, Ms, M5 below is a poten-
tial solution givenP:

P1 P2 P3 P4
é i 8 (1) 1 o My = (p1,92,p3,7pa), and
My) = (5,5,3,3
3/1 1 0 0 s(Mn) = ( ,3)
4 1 1 1 O [ ] M2 = <S017“S027"S037S04>, and
511 1 0 O S(Mz) = (5727474)
6|0 1 0 1
710 1 1 1 o Mz = (=1, 2,3, pa), and

s(Ms) = (2,5,4,4)

Each of My and M3 is strictly preferred toM; whenMaj is the
aggregation function since they contain 3 formulae with gamity
whereasM; contains only 2 formulae with a majority. Such a con-
clusion cannot be drawn whédazimaz, leximin or X are used:
each ofg ™M iesimas | §8Miczimin  and §7M= selectsM; .

Let us now study the rationality conditions satisfied by ehk
majority method® s, :

PROPOSITIONS. e Anydru, satisfies universal domain,
collective rationality, anonymity and neutrality.

o If @ satisfies strict increasingness, thén ., satisfies ma-
jority preservation.

o If @ satisfies strict preference and decomposition, hen,,
satisfies unanimity and swap optimality.

PROOF We give the proof for the third result, the proofs for the
two first results are much easier.

o If @ satisfies strict preference and decomposition, thefr,,
satisfies unanimity.

Let ¢ be a formula supported by all agentsbe the number of
agents. There is a potential solutiéf, which contains all the for-
mulae supported by all agents (since agents are supposeplaid r
consistent judgment sets). Consider another potentiatisnl M,
and suppose thdt/ does not contaip. Let(n,...,n,z1,...,Tk)
be the score al/,, and(n, ..., n,y1, ..., yx+:) be the score ai/,
with { > 1 (we know thats(M) contains at least one less than
s(My), asg is in M, and notinM). AsVi,n > y;, ®(n,z1,...,

zx) > @®(y1,...,yrt1) (strict preference). Thanks to decom-
position, we obtain®(n,...,n,z1,...,zx) > ®(n,...,n, y1,

. »Yk+1) (in the remaining case, B(n,...,n,z1,...,z5) <
®(n,...,n, y1,...,Ye+1), With decomposition we geb(n, =1,

S xk) < @By, .-, yk+1): contradiction).

With non-decreasingness, we getn, ..., n, y1, ... ,Yr+1) <
O(n,...,n, Y1, ... Ye+1), bECAUSER12 < 1y oty Yot S

Then the result holdsd(n, ..., n,x1,...,25) > ®(n,...,n,y1,



.., yr+1). Equivalently,®(s(M.)) > &(s(M)), andyp is cho-
sen.
o If @ satisfies strict preference and composition, them,, sat-
isfies swap optimality.

Supposeyp € 6(P), andyy,p; € X such thatwp|{¢k,w}
is consistent andnax(s(—yx), s(—pr)) > max(s(ew), s(er)).
Sinced satisfies strict preferenee(s(—x), s(—¢i)) > &(s(pr),
s(¢1)). Then using decompositioB,, c x, i<k, (s(vi), s(— &),
s(2¢1)) > Deexizki(s(pi), s(er) s(P)) TPy, o,y 18 58
lected and notyp, contradiction. There is ngy,p; € X such
thatyp| . . is consistent anthax(s(—pk), s(—)) > max(

s(¢r), s(vr)): swap optimality is satisfied. [

As expected, the systematicity property is not satisfied;y,,
in the general case (this is an easy consequence of Theorath 1 a
Proposition 5). However, the remaining properties can b#ljo
satisfied, leading thus to a "possibility theorem™:

PROPOSITION 6. éru,y,,,.. Satisfies universal domain, major-
ity preservation, anonymity, unanimity, collective raidity, neu-
trality and swap optimality.

The next proposition illustrates the importance of the cletep
ness condition on the input profile:

PrROPOSITION 7. If P is aresolute profile,
then(;RMlﬁxzma.r (P) = 5RMlﬁxzm1n (P)

PROOF. For space reasons, we give only a sketch of the proof.
The first point is to prove that the lexicographic order betwevo
vectors is not changed if the identical values are retrigverh
these vectors. The relative order between two potentiaitisols
M, and M, is then characterized by the elementsidf A M,

(the symmetric difference of both sets). Suppose fat\ M>
{¢1,...,01}. The score of each formulg; in the first solution
M is g5 (pi). Suppose thag (1) > ... > gb(pk). Mo con-
tains —y;, of scoregh(—p:) = n — g (i), thusgh (—px) >

... > gp(—¢p1). Thus the score of; is at rankj in the ordered
score vector associated willf; iff the score ofyp; is at rankm — j

in the ordered score vector associated wlifh.

When we comparé/; and M, using lezimaz, the scores are
sorted in descending order. Suppose for exampleMhat> iczimaz
Ma. Thenthereis € [1, k] s.t.g5(01) = g5 (mer) ... g5 (pi-1)
= gh(=pr—i+1) andg} (i) > g} (—pr—:). When we compare
M, and M, using leximin the scores are sorted in ascending or-
der. ForM; the vector of scores we have to conside(d$ (vx),
<, gh (1)) and for My itis (g5 (=¢1), ..., 95 (—¢k)). Since
for i € [1,i — 1], g5 (1) = gp(—pr—i+1), we havegy (—¢1)
= g (er—111). S0gp(=e1) = gh(en) ... gh(—pi-1) = gh(
r—i+1) andgh(=e:) < gp(pr—:i): M2 <icimin Mi: the or-
der between/; and M: is the same one, whatevétzimaz or
leximin is considered. [

This result is surprising, sinckzimaxz and leximin are quite
different operators: witliexzimin, more importance is given to the
minimal values, whereas witlezimaz, more importance is given
to the maximal values. Thus, for irresolute profilesy, ... and
ORM 1pimin, l€2d Usually to different results. This illustrates agaia t
fact that the "no abstention" hypothesis is not a harmlegmieal
simplification; indeed, it may change the results dradgidal the
sense that methods which differ in general may coincide vaiméyn
resolute judgment sets are considered.

Some additional results are obtained by focusing on speaific
ked majority methods:

PROPOSITION 8. e druy, satisfies universal domain, ano-
nymity, neutrality, majority preservation, collectivetinal-
ity and R-swap optimality. It satisfies neither unanimity no
swap optimality.

® SRrum Maj satisfies universal domain, anonymity, neutrality, ma-
jority preservation, collective rationality. It satisfieither
unanimity nor R-swap optimality.

® SRM,..m: Satisfies universal domain, anonymity, neutrality,
majority preservation, collective rationality, unanimiand
R-swap optimality. It does not satisfy swap optimality.

PROOF. We give only some proofs, due to space limitations.
e druy, does not satisfy unanimity.

Consider the following agenda;, 1 = a — —bV-c, b, ¢, p2 =
a — —dV _‘e7d767§03 = a — _'f \4 _'g7f7g7904 = a —
—h V =i, h, ¢ and three voters:

firy

P

N
w

P

~

— O =
— O =~
— O >

— = O .

== OO0

=]

D)—‘»—lﬁ

= = Ol

— O = o

D)—‘»—lﬁ

— ==

1 1
1 1
0 0

Consider any potential solutiail,, containinga. Asa is in M,,
one of the three formulae — —bV —c¢, b or ¢ has to be withdrawn
from M,. Similarly, one formula among — —d V —e, d, e (resp.
a— —f Vg, f,g,resp.a — —hV —i, h, i) has to be withdrawn.
The support ofM, is s(M.) = (3, 2,2, 2, 2, 2, 2, 2,2, 1, 1,
1, 1), and its aggregated score28. Consider now any potential
solution M-, containing—a. Then each of the three formulae—
=b V —¢,b andc can be kept. Similarly fon — —d V —e,d, e
(resp. a — —f V =g, f,g, resp. a — —h V =i, h,i). So the
support of M—q, is s(M-s) = (2,2,2,2,2,2, 2,2,2,2,2,2,0)
and its aggregated score2$.

Accordingly M-, is selected byru,,, and unanimity is not
satisfied.

e druy, does not satisfy swap optimality.
We consider the following example:

(a—=b)[1[1]0]0]0
a * | ok | %

b x| *x|0]1]x%x]1

—_

The score of the potential solutidd, = {a,b,a < b}iss(Mi) =
(2,2,2) andX(s(M1)) = 6. It is easy to check tha(s(M2))
4, whereM; = {—a,—b,a < b}, andX(s(Ms)) = X(s(Ma))
6 whereMs = {a, —b, ﬁ(a Ad b)} andM, = {ﬁa, b, ﬁ(a — b)}
YrRMy, SelectsMy, Mz and M,. However, M, contains formu-
lae a anda <« b whose supports are lower than the support of
—a: maz(gh(=a), gf (~(a < b)) > maz(gh(a), g (a < b)).
~vrumy, does not satisfy swap optimality.

® ORM ppimsn SaTiSTies unanimity.

Suppose that a formulais supported by all agents, and Ieft be
a potential solution containing all unanimously suppoffizanu-
lae (M exists because each agent gives a consistent judgment set).
Let M’ be another potential solution containirg. The score of
- is 0, since each agent supports Then the score o/’ con-
tains at least on®, whereas the score df/ does not (since\/
contains all unanimously supported formulae). As a consecg,
s(M") <iewimin $(M), and all unanimously supported formulae
are in all elements afzur, ;.. (P)-



5. CHOOSING RELIABLE SOLUTIONS

Besides rationality properties, another criterion foresthg a
judgment aggregation method is its capacity to truth tragkiThis
capacity is assessed as the probability to point out the"tcol-
lective judgment set, assuming that the individuals aiabld, i.e.,
each agent is more likely to vote in favour of a issue whichius t
than abstaining or rejecting the issue. More formally, sgepthat
there is a true judgment set on X, i.e.,v*(¢x) = 1 whenyy, is
true, andy* (¢x) = 0 otherwise. An agenitis said to beeliable if
for any issueps, € X, P(vi(¢xr) = 7" (¢x)) > 0.5.

As usual for truth tracking analysis [4, 14, 7], a number of as
sumptions has to be made. Thus thegents are supposed to make
their decisions independently of others (assumption df/iddals
independence) and independently of decisions made on isther
sues (assumption of issues independence). Furthermaréheo
sake of simplicity, an homogeneity assumption is often maut-
ing that the probability of an agent to make the right choice o
an issue is the same one, whatever the agent and the issue, i.e
vie{l,...,n},Vk e {1,...,m}, P(vi(¢x) = 7" (¢r)) = p.

These hypotheses are the same ones as those considered in Co
dorcet’'s Jury Theorem [4, 14] for voting. This theorem stdteat
for a given issuepy, if the individuals are reliable, homogeneous
and independent, then the most probable judgmentas the one
supported by a majority of individuals; and if the size of ghefile
tends to infinity, then the probability to determine the éthjudg-
ment on the issue tends to 1. The Jury Theorem is actually bne o
the main justifications of our ranked majority methods; edliehe
assumptions underlying this theorem imply that the mor@stipd
an opinion on an issue the more likely this opinion.

Now that this is stated, our purpose is to determine whether
the truth tracking criterion can be used to discriminatéhferr the
ranked majority methods. In order to answer this questina,aon-
siders it as a maximum likelihood estimation problem: tima &
to determine the judgment aggregation methods which besiex
the observed individual judgments, under the above assonspt

PrROPOSITION 9. Under the assumptions of individuals inde-
pendence, homogeneity, reliability and issues indeperaletine
judgment aggregation method giving the maximum likelihesd
timation of the profile” on X is dr, -

PROOF In order to show this result, we prove that under the
assumptions of individuals independence, homogeneityjssues
independence, the probability that the profite= (y1,...,vx) is
observed when the potential solutidd = (a1, ...,am) is the
true oneM ™ is (with ¢(M) = 272, g1 (a;)):

P(P = (., 9m) | M = M) = p"0 (L — py e,

P(P = (fylv s 77") | M= M*) = P(Pll = ’Y1(<,01)m
Pl =m(p2) V... NP =y (pm) NPy =72(p1) N...N
Przn = fYn(@m) | M = M*)‘
Sincen is commutative and associative:
P(P = (1,--,7m) | M = M") = P(Pi =7 (p1)N
Py =y(p1)N...N Py =~n(p1) N P = T(p2)N...
P" = n(pm) | M = M").
Using the independence assumption between formulae, we get

P(P = (fylv“ﬂ’y”) | M= M*) = P(Pll :Vl(<p1)m
Py =%(p1)N...N Py =m(p1) | M = M").
P(PY =7i(p2) N...NPY = yulp2) | M = M)
P(Pm =7(pm) N NP = yu(pm) | M = M").
Taking advantage of the independence assumption betweetsag
since exactly:(«; ) agents among the agents gives the right value

N

(probabilityp > 0.5 because of the reliability assumption) and the
n — c¢(a1) remaining ones do not (probability— p), we get:
P(P{ =71 (¢1)NP; = 72(p1)N...NPy = Yu(ip1) | M = M¥)

_ pc(al)(l _ p)"*c(al)

And then:
P(P= (v, ...,m) | M=M")=
pC(al)(l _p)n*C(al) B .pc(a’")(l _ p)n*C(am) —
pc(]%)(l _ p)n.mfc(lvf).

Since thedra,, method selects the potential solutiohs which
maximize the score(M) = i g} (), it gives the maximum
likelihood estimation of the profil&. [

Thus druy, is the best method among judgment aggregation
methods (and not only among ranked majority methods) fattide
fying the true solution, under the assumptions made.

As we mentioned above, the assumptions above are quite stan-
dard ones when voting methods are considered [25]. The neest d
Ratable one is the assumption of issues independence, ishich
satisfied in many cases:

ExAMPLE 3. Consider two formulagp: = a A b andgs =
—a. If an agent votes fop;, we know that she does not support
2 (sinceyps is inconsistent withp1). HenceP (g (¢1) = k1 A
gﬁ)(m) = ko) is different fromP (g} (01) = k1) - P(g}(2)

2).

In this case, the assumption of issues independence isti®t sa
fied? sodrary, is No longer justified as the best choice for a judg-
ment aggregation method. Accordingly, we now get rid of the a
sumption of issues independence while still considerirgptob-
lem of discriminating the ranked majority methods thanketx-
imum likelihood estimations. A good point is that, even whiea
assumption of issues independence does not hold, a given iss
as likely as the number of votes it receives is high. This méhat
truth tracking can be done on a issue-by-issue basis, bntvtiee
have to make decisions based on a vector of more or less sagpor
(hence more or less likely) formulae.

Intuitively, three very natural policies consists then &vdring
judgment sets containing as much as possible issues sagfra
majority, or in favoring judgment sets containing as mucha@ssi-
ble most likely issues, or finally in favoring judgment setsi@in-
ing as few as possible less likely issues. Formally:

DEFINITION 10. A judgment aggregation methédatisfies the
Best/Card/Worst policy iff, for any profileP, all the potential so-
lutions of §(P) are preferred to the other potential solutions w.r.t.
Best/Card/Worst criterion.

Card A potential solutionM is preferred to a potential solution
M’ w.rt. theCard criterion iff |[{ax € M | gb(ax) >
n/2} > {on € M| gp (o) > n/2}|.

Best A potential solutionV/ is preferred to a potential solutiof’
w.r.t. theBestcriterion iff 3o, € M s.t.Voy € M', g ()
> gp ().

Worst A potential solution is preferred to a potential solution
M’ w.rt. theWorst criterion iff 3oy € M’ s.t. Vay, €
M, gjg(ak) > g;;(al).

%Note that a similar assumption of issues independence i mad
when maximum likelihood is used for defining the best prefeee
order by aggregation methods in voting theory, despiteabethat
similar problematic cases can be pointed out (see e.g..[25])



The preferred judgment sets w.r.t. the three criteria docoet
incide in the general case. According to tBard criterion the
judgment sets containing a maximal number of issues sugbbst
a majority of agents, hence a maximal number of likely issaes
selected. However, this does not prevent from selectingmeht
sets containing issues having a very low support, and awiid-
sues which are very supported. Worse, when the number adrabst
tions is high, it can be the case that no issue at all is supgdry a
majority of agents. In this cas€ard is not discriminative enough.
Alternative choices are given by tiestcriterion and theNorst
criterion, which evaluates respectively the likelihoocgfidgment
set as the best (worst) support of an issue in it. TBest (resp.
Worst) corresponds to an optimistic (resp. pessimistic) evalnat
of a judgment set. The following proposition shows that facte
policy amongBest/Card/Worst, there is a ranked majority corre-
spondence which satisfies it:

ProPoOsITION 10. ® drum,,, satisfies theCard policy.

® Sru,,.... Satisfies thdestpolicy.

® ORM,.min Satisfies th&Vorst policy.

6. CONCLUSION
This paper gathers a number of results concerning the judgme
aggregation problem. The main contributions are:

e A discussion of the rationality properties of judgment aggr
gation, especially a criticism of the systematicity prdper
and the introduction of a new property (swap optimality).

e An impossibility theorem.

e A new family of judgment aggregation methods, the support-
based aggregation correspondences, for which the selectio

of consistent collective judgment sets is based only on the

supports obtained by their elements. We specifically focus

on the subset of ranked majority methods, and prove them to [18]

satisfy most of the expected rationality properties.

e A truth-tracking justification of some operators of this fam
ily.

This work opens several perspectives. One of them consists i
considering other rationality postulates for judgmentraggtion
(as responsiveness and monotonicity, considered in [@]}lzan to
identify the maximal sets of properties which can be joisthyis-
fied, to go from impossibility theorems to "possibility threms".
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