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Abstract

We extend the knowledge compilation map introduced
by Darwiche and Marquis with three influential propo-
sitional fragments, the Krom CNF one (also known as
the bijunctive fragment), the Horn CNF fragment and
the affine fragment (also known as the biconditional
fragment) as well as seven additional languages based
on them, and composed respectively of Krom or Horn
CNF formulas, renamable Horn CNF formulas, disjunc-
tions of Krom CNF formulas, disjunctions of Horn CNF
formulas, disjunctions of Krom or Horn CNF formulas,
disjunctions of renamable Horn CNF formulas, and dis-
junction of affine formulas. Each fragment is evaluated
w.r.t. several criteria, including the complexity of basic
queries and transformations, and its spatial efficiency is
also analyzed.

Introduction

Knowledge compilation (KC) is considered in many Al ap-
plications where short on-line response times are expected
It consists in turning (during an off-line phase) the iditia
data into a form that ensures the tractability of the request
and transformations of interest (see among others (Dar-
wiche 2001; Cadoli & Donini 1998; Boufkhagt al. 1997;
Selman & Kautz 1996; Schrag 1996; Gogit al. 1995;
Marquis 1995; del Val 1994; Dechter & Rish 1994)).
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which can be viewed as a closure operation under existential
quantification FO, SFO).

The KC map and its extensions (Wachter & Haenni 2006;
Fargier & Marquis 2006; Subbarayan, Bordeaux, & Hamadi
2007) have put forward the interest of fragments satisfy-
ing the property of decomposability, especidiidNF (Dar-
wiche 2001). Indeed this fragment enab@®, CE, CD
andFO in polynomial time, while being more succinct than
DNF andOBDD. On the other hand, the property of decom-
posability is seldom compatible with a polynomial handling
of the conjunctive transformationsC or evenABC; thus
DNNF does not enableBC in polytime unles$ = NP.

In this paper, we focus on ten propositional fragments
which have not been considered in the above-mentioned pa-
pers. We first consider the Krom CNF fragméiROM C
(also known as the bijunctive fragment), the Horn CNF frag-
ment HORN- Ciand the affine fragmemFF (also known
as the biconditional fragment) (Schaefer 1978), as well
as K/ H- C (Krom or Horn CNF formulas) and enH C,
the class of renamable Horn CNF formulas. None of
these first five fragments is fully expressive w.r.t. proposi
tional logic (there exist propositional formulas which ean
not be represented in any of them). But full expressive-
ness can be recovered by considering disjunctions of such
formulas; we thus include in our investigation the follow-
ing fragments, which are complete for propositional logic:

Many languages can be considered as target languagesKrowv C[Vv], HORN- V], K/ H V], renH V], and

for knowledge compilation. In the propositional case, (Dar
wiche & Marquis 2002) investigate a dozen such languages,
called propositional fragments. In this paper, the authors
gue that the choice of a target language for a compilation

AFF[V] are composed respectively of disjunctions of Krom
CNF formulas, disjunctions of Horn CNF formulas, disjunc-
tions of Krom or Horn CNF formulas, disjunctions of re-

namable Horn CNF formulas, and disjunctions of affine for-

purpose must be based both on the spatial efficiency of the yas. Interestingly, each of these classes enabEsn

language (i.e., its ability to represent data using litdace)

as well as its temporal efficiency, i.e., its ability to ereahbl

set of queries and transformations to be achieved in polyno-
mial time. The basic queries considered in (Darwiche &
Marquis 2002) include tests for consistency, validity, im-
plicates (clausal entailment), implicants, equivalersss-
tential entailment, counting and enumerating theory nodel
(CO, VA, CE, EQ, SE, IM, CT, ME). The basic transfor-
mations are conditioningdD), closures under the connec-
tives(\, vV, 0) (A C, ABC, VC, VBC, —C), and forgetting
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polynomial time, just likeDNNF does; furthermore, it has
been shown that, from the practical side, for some proposi-
tional formulas the size afenH- C[V] compilations can be
much smaller than the size BNF compilations (Boufkhad
etal. 1997).

The contribution of this paper consists of an evaluation of
KROM C, HORN- C, K/ H C, r enH C, AFF, KROM C[V],
HORN- C[V], K/ H-C[V], renH CV], and AFF[V] fol-
lowing the lines of (Darwiche & Marquis 2002). While
(Boufkhadet al. 1997) considers only the clausal entail-
ment issue, all the queries and transformations considered
in (Darwiche & Marquis 2002) are investigated here for the



ten fragments and the spatial efficiency of those fragments e Flatness: A DAGps formula satisfies this property iff its

is also analyzed. Among other things, our results show
that, whem\BC is expectedHORN- C[Vv], KROM+ C[V] and
AFF[V] are very interesting alternatives oNNF, which
does not satisfy it. TheBC transformation is of the ut-
most value in a number of applications; for instance, it of-
fers the opportunity of incrementally compiling devices fo

the diagnosis issue: when a device is composed of a small
number of components, each component can be compiled

height is at most 2.

e Simple-disjunction: A DAGpg formula satisfies this
property iff the children of each or-node are leaves that
share no variables (the node is a clause).

e Simple-conjunction: A DAGps formula satisfies this
property iff the children of each and-node are leaves that
share no variables (the node is a term).

separately, and connecting them amounts mainly to conjoin e Decomposability: A DAGps formula satisfies this prop-

the corresponding compiled forms, which can be done ef-
ficiently when a compilation fragment satisfyingBC is
targeted.

The paper is organized as follows. After some formal
preliminaries, we recall the languages, queries, transder

tions and the notion of succinctness considered in the KC
map. We then present our results concerning the evalua-

tion of the languagelsROM+ C, HORN- C, K/ H- C, r enH- C,
AFF, KROWV C[Vv], HORN- C[V], K/ H- V], renH (V]

andAFF[V]. Those results are discussed just before the con-

cluding section. For space reasons, proofs are omitted.

Formal Preliminaries

We assume the reader familiar with the basics of proposi-

tional logic, including the notion of satisfaction, entaént
(E) and equivalencef). All the propositional fragments

we consider in this paper are subsets of the following propo-

sitional languag®AGps:

Definition 1 Let PS be a set of propositional variables (or
atoms). DAGpg is the set of all finite, single-rooted DAGs
where each leaf node is labeled by a literal ov&$ or one
of the two Boolean constantsor L, and each internal node
is labeled by, v or @ and has arbitrarily many children.
The elements dAGpg are called formulas.

The fragmenDAG- NNFp ¢, considered in (Darwiche &
Marquis 2002) is the set of alDAGpg formulas in which
the XOR connectived does not occur. For any formutg
Var(a) denotes the set of atoms BfS occurring ina.. The
size| « | of « is the total number of vertices and arcs in its
DAG representation.

Distinguished formulas are the literals ovef; for any
subsefl” of PS, Ly denotes the set of all literals built over
V,ie {z,~z | x € PS}. Ifaliterall of Lpg is an atome
from PS, it is said to be positive; otherwise it has the form
-z withz € PS and itis said to be negative.llfs a positive
literal z then its complementary literals the negative literal
—z; if [is a negative literaha then its complementary literal
[ is the positive literak. Other distinguished formulas are
the clauses (resp. the terms) ovef; a clause (resp. a
term) is a finite disjunction (resp. conjunction) of litesabr
the Boolean constant (resp.T). An XOR-clause is a finite
exclusive disjunction of literals or Boolean constants.

The KC Map

Among the propositional fragments considered in (Dar-
wiche & Marquis 2002) aré@©BDD, DNF, DNNF, CNF, PI ,

| P. Many fragments among them can be characterized by a

number of properties, restricting the admissible formulas

erty iff for each conjunctiorC in the formula, the con-
juncts ofC do not share variables. Thatisdf,...,C,
are the children of and-nod€’, then Var(C;) N
Var(Cj) = 0fori # j.

e Decision: A DAGpgs formula satisfies this property iff its
root is a decision node, where a decision ndden a
DAGpg formula is one which is labeled witf, L, or is
an or-node having the forx: A o) V (-2 A 8), wherez is
a variable andg are decision nodes. In the latter case,
dVar(N) denotes the variable.

e Ordering: Let < be a total ordering oS. A DAGpgs
formula satisfyingDecomposabilityand Decision satis-
fiesOrdering iff wheneverN andM are or-nodesin it, if
N is an ancestor of nod¥, thendVar(N) < dVar(M).

Definition 2

e DNNF is the subset of alDAG- NNFpg formulas satisfying
Decomposability.

e OBDD. is the subset of alDAG- NNFpg formulas sat-
isfying Decomposability, Decisionand Ordering (for a
given total ordering< on P.S). OBDD s the union of all
OBDD. languages.

e CNF is the subset of aIDAG- NNF ps formulas satisfying
Flatnessand Simple-disjunction.

e DNF is the subset of alDAG- NNFpg formulas satisfying
Flatnessand Simple-conjunction.

e Pl is the subset oENF in which each clause entailed by
the formula is subsumed by a clause that appears in the
formula; and no clause in the formula is subsumed by
another.

e | Pis the subset dDNF in which each term entailing the
formula subsumes some term that appears in the formula;
and no term in the formula is subsumed by another term.

The following queries and transformations have been con-
sidered in (Darwiche & Marquis 2002); since their impor-
tance has been discussed in depth, we refrain from recalling
it here.

Definition 3 LetC denote any subset BAGpg.

e (C satisfiesCO (resp. VA) iff there exists a polytime al-
gorithm that maps every formula fromC to 1 if « is
consistent (resp. valid), and tbotherwise.

e (C satisfiesCE iff there exists a polytime algorithm that
maps every formula from C and every clause to 1 if
a | v holds, and td) otherwise.

o ( satisfiesEQ (resp. SE) iff there exists a polytime algo-
rithm that maps every pair of formulas 5 fromC to 1 if
a = f (resp.a | B) holds, and td) otherwise.



e ( satisfiesIM iff there exists a polytime algorithm that

maps every formula from C and every termy to 1 if
~ = a holds, and td) otherwise.

o C satisfiesCT iff there exists a polytime algorithm that

maps every formula from C to a nonnegative integer
that represents the number of modelsaobver Var(«)
(in binary notation).

o C satisfiesME iff there exists a polynomial(.,.) and an

algorithm that outputs all models of an arbitrary formula

a fromC in timep(n, m), wheren is the size okv andm
is the number of its models (ovEiur(«)).

Definition 4 LetC denote any subset BAGps.

o C satisfiesCD iff there exists a polytime algorithm that

maps every formula from C and every consistent term
~ to a formula fromC that is logically equivalent to the
conditioninga | v of « on~, i.e., the formula obtained by
replacing each variable: of o by T (resp. L) if = (resp.
—x) IS a positive (resp. negative) literal of

o C satisfiesFO iff there exists a polytime algorithm that

maps every formula fromC and every subséX of vari-
ables fromPS to a formula fromC equivalent todX.a.
C satisfiesSFO iff the property holds for any singleton.

e ( satisfiesAC (resp. VC) iff there exists a polytime al-
gorithm that maps every finite set of formutas . . ., «,
from C to a formula ofC that is logically equivalent to
ai AL Aay (resp.ag V...V ay).

e (C satisfiesABC (resp. VBC) iff there exists a polytime
algorithm that maps every pair of formulasand 5 from
C to a formula ofC that is logically equivalent tex A 3
(resp.a Vv B).

o C satisfies—C iff there exists a polytime algorithm that

maps every formula from C to a formula ofC that is
logically equivalent to-c.

Finally, the following notion of succinctness has been

considered in (Darwiche & Marquis 2002):

Definition 5 LetC; andC; be two subsets @AGps which
are complete for propositional logia; is at least as suc-
cinct asC,, denoted’; <, Co, iff there exists a polynomial
p such that for every formula € Cs, there exists an equiv-
alent formulag € C; where|3| < p(|a]).

=, is the symmetric part of ; defined byC; =, Cs iff C;
<sCyandCy <, C;. <y isthe asymmetric part of ; defined
by C; <5 Cy iff C; <; Cy andCy £ C;. The succinctness

preorder<, can be viewed as a refinement of the expressive-

ness preorder over all propositional fragments, give@py
is at least as expressive@s denoted’; <. C,, iff for every
formulaa € C,, there exists an equivalent formutae C;.
<. is the asymmetric part of..

Extending the KC Map
Languages
This paper focuses on the following subset®AGps:
Definition 6

e The languag&kROM C is the subset of alCNF formulas

in which each clause is binary, i.e., it contains at most two

literals.

e The languagdiORN- Cis the subset of alCNF formulas
in which each clause contains at most one positive literal.

e The languageK/ H C is the union of KROM C and
HORN- C.

e The language enH- Cis the subset of alCNF formulas
« for which there exists a subsgt of Var(a) (called a
Horn renaming fora) such that the formula obtained by
substituting in« every literall of Ly by its complemen-
tary literal [ is a Horn CNF formula.
e The languagedFF is the subset 0bAGpg consisting of
conjunctions of XOR clauses.
e The languageKkROM C[ V] is the subset 0DAG- NNFpg
consisting of disjunctions ®ROM Cformulas.
e The languageHORN- C[ V] is the subset 0DAG- NNFpg
consisting of disjunctions ¢{ORN- Cformulas.
e The languageK/ H- C[ V] is the subset 0DAG NNFpg
consisting of disjunctions ¢f/ H- Cformulas.
e The language enH C[V] is the subset 0DAG NNFpg
consisting of disjunctions efenH Cformulas.
e The languagdFF[ V] is the subset 0DAGps consisting
of disjunctions oAFF formulas.
Example 1
(aVb) A (—bV c)is aKROM Cformula.
(maV =bVc)A(=bV eV d)is aHORN- Cformula.
(avbVve)A(—aV-bVc)isarenH Cformula.
((aVb)A(=bVe))VaVdisaKROV ClV] formula.
((raVe)AN(=bVeV—d))V(aAb)isaHORN- (V]
formula.
(a®-b® T)A(-a® c) is anAFF formula.
((raVe)A(=bVeV—d))V((avb)Ac)isaK H (V]
formula.
((aveyn(bVevd)VaVbisarenH C[V]formula.
((a@=-bdT)A(ma®c))V((bdd)A—e)isanAFF[V]
formula.
Obviously enough, we have the following inclusions:
HORN- CC K/ H- CandHORN- CCrenH C
HORN- CC HORN- C[V] C K/ H- C[V]
HORN- C[V] CrenH C[V]
KROM CC K/ HC
KROM C C KROM C[V] C K/ H- C[V].
Note that there exists linear time algorithms for recog-
nizing renamable Horn CNF formulas (see e.g. (Hébrard
1994; del Val 2000)); furthermore, such recognition algo-
rithms typically give a Horn renaming when it exists. It
is also known that every satisfiabkROM C formula is a
r enH Cformula and thaKROM C satisfiesCO; so, to ev-
eryK/ H C[Vv] formula we can associate in polynomial time
an equivalent enH C[Vv] formula.

Expressiveness

It is well-known that none of the fragmentsROM C,
HORN- C, K/ H C, r enH- C, or AFF is complete for propo-
sitional logic. For instance, there is no formula from any
of these fragments which is equivalent to t&F formula
(avVbVe)A(—aV-bV-ce).

As to expressiveness, it is easy to see that we have



renH C<, K/ H C<, HORN- C
K/ H C<. KROW C

while HORN- C and KROM C are incomparable w.r.t<.,
andAFF and any of the other four incomplete fragments are
incomparable w.r.t<..

Queries and Transformations

We have obtained the following results:

Proposition 1 The results in Table 1 hold.

[ C
AFF[V]
renH C[V]
K/ H C[V]
HORN- C[V]
KROM C[V]
AFF
renHC
K/HC
HORN- C
KROM C
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Table 1: Subsets of thBAGpg language and their corre-
sponding polytime queries/ means “satisfies” andmeans
“does not satisfy unled® = NP.”

Most of the results given in Proposition 1 are well-known
or easy. We mainly provide them for the sake of complete-
ness. As to transformations, we have obtained the following
results (which, like succinctness results, are typicadlssl
easy):

Proposition 2 The results in Table 2 hold.

[ C
AFF[V]
renH C[V]
KI'H C[V]
HORN- C[V]
KROM C[V]
AFF
renHC
KI'H-C
HORN- C
KROM C
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Table 2: Subsets of thBAGpg language and their corre-
sponding polytime transformationg/ means “satisfies,s
means “does not satisfy,” while means “does not satisfy
unlessP=NP.” | means that the transformation is not always
feasible within the fragment.

In the light of the results reported in Propositions 1 and 2,
we can draw the following remarks:

e Focusing on the queries only, the fragments we have con-
sidered can be gathered into two classes: one contains all
the incomplete fragments and the other one contains all
complete fragments. Within a class, all fragments have

the same tractable queries (among those considered here)mentsKRO\/L qV], HORN- V], K H V], renH V]

exceptAFF in the class of incomplete fragments which
satisfies alséC . The incomplete fragments satisfy more

tractable queries than complete fragments (in some sense,

this balances their loss w.r.t. expressiveness).

e Taking transformations into account renders the compar-
ison more complex; excepiROM C andAFF which sat-
isfy the same feasible and tractable transformations (but
are incomparable w.r.t. expressiveness), the incomplete
fragments exhibit pairwise distinct sets of feasible and
tractable transformations, justifying further that eaé¢h o
them has its own interest.
Notice thatkROM+ C[V] and AFF[V] satisfy FO, just like
DNNF does (recall tha®BDD does not). Each oAFF[V],
HORN- C[ V], andKROM (] V] satisfiesABC while DNNF
does notr enH- C[v] andK/ H C[V] loose this property;
this seems to the price to be paid for the gain in succinct-
ness offered by these fragments, comparé40RN- C[V]
andKROM C[V], as shown in the next section.

Succinctness

Because they are incomplete fragments, we do not put
KROM C, HORN- C, K/ H- C, r enH- C, or AFF into the suc-
cinctness picture. We split our results into two propositio
(and two tables). In the first table, we compare the complete
fragments we have considered w.r.t. spatial efficiedgy

Proposition 3 The results in Table 3 hold.

| [ AFFV] [ ren Qv] [ KAFQV] [ AORN V] | KRov V] |
AFF[V] =s s Zs Zs s
rent ClV] Zs =s <s <s <s
K/H'C[V] Ls Ls =s <s <s
HORN- C[V] Zs s Zs =s Zs
KROM C[\/] Ls Ls Ls Ls =s

Table 3: Succinctness of target compilation languages.

Proposition 3 shows in particular that

renH V] <, K H (V] <, HORN- C[V]
K/ H dV]<s KROW (V]!

while HORN- C[VV] and KROM C[V] are incomparable w.r.t.
<s, and AFF[V] is incomparable w.r.t. succinctness with
any fragment amongROM C[ V], HORN- [ V], K/ H C[ V],
andr enH C[V].

A direct consequence of Proposition 3 is that it makes
sense to consider eachld®RN- C[ V], KROW C[ V], AFF[V]
andr enH- C[V] as a target fragment for knowledge compi-
lation; indeed HORN- C[ V], KROW+ C[ V], AFF[V] are pair-
wise incomparable from the point of view of succintness.
This tells, from the practical side, that each of them cad lea
to exponentially smaller compiled forms than the other pnes
depending on the instance at handenH C[V] is shown
strictly more succinct thatdiORN- C[vV] and KROM C[ V],
but, unlessP NP it does not satisfyABC while
HORN- C[V] and KROM C[Vv] do. Finally, renH CV]
seems to be a better choice tH&nH- C[V] in the sense that
it is strictly more succinct than it while it has the same det o
tractable queries and transformations.

In the second table, we compare w.r.&, the frag-

1One can observe that this succinctness picture is simildeto
expressiveness picture for the “corresponding” inconepfeag-
mentsAFF, r enH- C, K/ H C, HORN- C, KROV C.



and AFF[V] with many of the complete fragments consid-
ered in (Darwiche & Marquis 2002).

Proposition 4 The results in Table 4 hold.

AFFIV] | rentF V] [ K OV] [ HORN V] | KROMOV] |

DAGp 5 <s. Zs SSvZ* <s. Zs <s. Zs <s. Zs
ONF | Zsi2s | Zs02: L. 25 Lo Zs L, 25
Pl Lo Zs Z.? Lo Zs Lo Zs Lo Zs
ENN 2 75 275 225 225
DV | Zo>s | Zo>s Lo >s Lo >s Lo >s
P Lo >s | Lsi>s L, >s L5 >s L, >s
B0 | #s s | Zs Zs Lo Zs Lo Zs Lo Zs
Table 4: Succinctness of target compilation languages.

means that the result holds unless the polynomial hierarchy
collapses.

The results given in Propositions 3 and 4 are synthesized
on Figure 1, which can be interpreted as the Hasse diagram
of the set of all fragments given in it, ordered w.r.t. strict
succinctness (thus, edges stemming from transitivityraftst
succinctness are not explicitly represented). This s@tcin
ness picture completes the one given in (Darwiche & Mar-
quis 2002) with the results we obtained.

It appears that each of the five complete fragments
we considered (namel}FF[V], renH C[V], K/ H- C[V],
HORN- C[V], KROM C[V]) is strictly more succinct than
DNF and incomparable w.r.t.<, to OBDD (and possibly
to Pl — this is known for sure foAFF[V], K/ H ([ V],
HORN- C[V] and KROM- C[V]). The main open question
concerns the relationships betwedRF[V], r enH C[V],

K/ H C[V], HORN- C[ V], KROM C[V] and DNNF w.r.t. suc-
cinctness. We do not know whethekNF is at least as suc-
cinct as any of them. We conjecture that this is not the case.

Discussion

Our results showAFF[V], renH CV], K H V],
HORN- C[ V], KROMt C[ V] as interesting alternatives to many
of the complete fragments considered in (Darwiche & Mar-
quis 2002) for the knowledge compilation purpose. Indeed,
in the light of the results reported in Propositions 1, 2,18 a
4, the following conclusions can be drawn:

AFF[V] and KROW C[ V] are strictly more succinct than
DNF while satisfying the same tractable queries and the
same tractable transformations; similarbyenH- C[V],

K/ H V], and HORN- C[V] are strictly more succinct
than DNF? while satisfying the same tractable queries,
and possibly the same tractable transformations (depend-
ing onFO). Thus,AFF[V] and KROVt C[ V] prove better
fragments thaNF in a perspective of knowledge com-
pilation, whileHORN- C[ V], K/ H- C[ V], andr enH C[V]

are at least challenging alternatives to it.

Each of AFF[V], renH C[V], K/ H- C[V], HORN- C[ V],
KROM C[V] is strictly more succinct thah P, but satis-
fies less tractable queries than it. But each of them chal-
lengesl P w.r.t. transformationsAFF[V], HORN- C[ V],

>This coheres with the experimental results reported in
(Boufkhadet al. 1997), where it is shown that from the practi-
cal side, for some propositional formulas the size ehH C[V]
compilations is much smaller than the sizeDbfF compilations.

and KROM+ C[V] satisfy more tractable transformations
thanl P, the set of tractable transformations satisfied by
renH C[Vv] or K/ H C[V] and the set of tractable trans-
formations satisfied biyP being incomparable w.r.t_.

Pl and any of AFF[V], K/ H CV], HORN- C[V],
KROM V] are incomparable w.r.t. succinctne®$. sat-
isfies more tractable queries than any of them; however it
satisfies less tractable transformations tiédfr[Vv] and
KROM C[V], and possibly ofr enH C[V], K/ H C[V],
andHORN- C[ ] depending orO.

Similarly, OBDD and any of AFF[V], renH C[V],

K/ H C[V], HORN- C[V], KROMt C[V] are incomparable
w.r.t. succinctness, as well as w.r.t. their sets of trdetab
gueries or transformations.

AFF[V], renH(CV], K HdV], HORN V],
KROM C[V] and DNNF satisfy exactly the same set
of tractable queries. DNNF satisfies more tractable
transformations thanenH C[Vv] or K/ H- C[V], but can
be challenged by afff], HORN- C[VV] and KROW C[V]
when ABC is required: the latter fragments satisfy this
transformation whilédNNF does not.

Finally, let us remark that, when they are expressive
enough and no transformation is required by the applica-
tion under consideration, the incomplete fragmemsH- C
andAFF prove as good choices for the compilation purpose:
they are the most expressive fragments among the five in-
complete oneskKROM C, HORN- C, K/ H- C, r enH C and
AFF) and they offer many tractable queries among those
considered in the KC map (all of them faFF). When trans-
formations are required, the performancer @hH- C gets
lower; AFF is still a valuable candidate, provided than nei-
ther—=C nor Vv C (or VBC) are required: all the other trans-
formations (and all the queries) can be performed in polyno-
mial time within this fragment. When it proves expressive
enoughAFF may even challeng@BDDssince it satisfie§O
andAC while OBDD does not (unlesB = NP).

Conclusion

In this paper, we have extended the KC map introduced
by Darwiche and Marquis with ten propositional fragments
based on the Krom CNF one, the Horn CNF one, and the
affine one. Each fragment has been evaluated w.r.t. sev-
eral criteria, including the complexity of basic querieslan
transformations, and its spatial efficiency has also been an
alyzed. As discussed in the previous sectiédF[V],
renH C[Vv], HORN- C[Vv], KROW C[V] prove valuable al-
ternatives to many of the complete fragments considered in
(Darwiche & Marquis 2002).AFF[V], in particular, satis-
fies bothFO and ABC, while being strictly more succinct
than each of the fragments in (Darwiche & Marquis 2002)
offering both transformations. When expressive enough, th
incomplete fragmentsenH- C and AFF are also valuable

as target languages for the compilation purpose.

This paper opens a number of perspectives. One of them
consists in determining wheth&NNF is incomparable or
not with AFF[V], renH C[Vv], K/ H C[Vv], HORN- C[V],
KROM C[V] w.r.t. succinctness. Another perspective con-
sists in extending further the KC map by applying the prin-



Figure 1. The succinctness picture. A solid edge froymo C. indicates thatC; is strictly more succinct thad, (edges
stemming from transitivity of strict succinctness are ngpliitly represented; some of the edges are conditionedhen
polynomial hierarchy not collapsing). The new fragmentsiarshadowed boxes. Bold edges are new results. Dashedsarrow
indicate unknown relationships. The lack of edges, up tositaity, between two fragments reflects the fact that they

incomparable.

ciple of v closure at work here to other fragments than
KROM C, HORN- C, or AFF, leading to new fragments (e.g.
OBDD[V] and PI [V]), and evaluating them. Another line
for further research concerns the design of compilation-alg
rithms targeting thé\FF[ V] fragment (interestingly, for the

four other complete fragments such algorithms are already

available (Boufkhaet al. 1997)).
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