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Abstract. We have proposed in previous works [14,15] a construction
that allows to define operators for iterated revision from classical AGM
revision operators. We called these operators revision operators with
memory and show that the operators obtained have nice logical prop-
erties. But these operators can be considered as too conservative, since
the revision policy of the agent, encoded as a faithful assignment, does
not change during her life. In this paper we propose an extension of these
operators, that aims to add more dynamics in the revision process.

1 Introduction

The predominant approaches for modelling belief change was proposed by
Alchourrón, Gärdenfors and Makinson and is known as the AGM framework
[1,10]. The core of this framework is a set of logical properties that a revision
operator has to satisfy to guarantee a nice behaviour. A drawback of AGM defi-
nition of revision is that it is a static one, which means that, with this definition
of revision operators, one can have a rational one step revision but the conditions
for the iteration of the process are very weak. The problem is that AGM postu-
lates state conditions only between the initial knowledge base, the new evidence
and the resulting knowledge base. But the way to perform further revisions on
the new knowledge base does not depend on the way the old knowledge base
was revised.

Numerous proposals have tried to state a logical characterization that ade-
quately models iterated belief change behaviour [6,8,9,14,17,19,20]1. The core
work on iterated revision is the proposal of Darwiche and Pearl [9] and its devel-
opments [4,11,13,16]. The main idea that is common to all of these works is
that the belief base framework is not sufficient to encompass iterated revision,
since one needs some additional information for coding the revision policy of the
agent. So the need of epistemic states to encode the agent’s “state of mind” is
widely accepted. An epistemic state allows to code the agent’s beliefs but also to
code her relative confidence in alternative possible states of the world. Epistemic
1 See also [22–24]. We do not adress this kind of operators in this paper since they

require an additional numerical information with the new evidence.
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states can be represented by several means: pre-orders on interpretations [9,17],
conditionals [6,9], epistemic entrenchments [19,23], prioritized belief bases [2,3],
etc. In this work we will focus on the representation of epistemic states in terms
of pre-orders on interpretations.

In [14,15], we define a family of revision operators that we have called revision
operators with memory. These operators can be defined from any classical AGM
revision operator [1,12] and they have good properties for iterated revision.

In fact revision operators with memory use the faithful assignment provided
by the classical AGM revision operator as an a priori information. This a priori
information is attached to the new evidence, and the completed information
obtained is then incorporated to the old epistemic state with the usual primacy
of update requirement. The ontology for this pre-processing step, associating an
additional information to the incoming new evidence is the following. Suppose
that the agent has no information (no belief) about the world and learns a
(first) new evidence. Then, this new evidence alone can provide more change in
the agent’s mind than just the addition of a belief.

As an example, suppose that the agent learns ϕ = a∧b∧c∧d, where a, b, c, d
are atomic formulae. Then her preferred worlds (the ones she finds the more
plausible) will be the ones where the four atomic formulae are true. But it can
be sensible for her to find the worlds where three of the atomic formulae are true
more plausible than the ones where only two are, etc.

So the new evidence does not simply imply a partition between the believed
worlds and the unbelieved ones, but defines several stratas, depending of the
plausibility of each world, given the new evidence. We call this property strong
primacy of update. This induced preferential information was given here by a
“Dalal distance” policy2, but more complex or realistic policies can be also used
depending on the particular context.

The point in the definition of revision operators with memory, is that this a
priori information, carried by a new evidence depends only on the new evidence
by itself, and does not depend on the current agent’s beliefs. Going back to the
previous example, the fact that the worlds where three of the four atomic formulae
are true are preferred to the ones where only two are, does not depend on any other
information than the new evidence itself. So this a priori information has to be
added to the new evidence before incorporating it in the agent’s epistemic state.

More precisely, the revision policy of revision operators with memory is the
following: the revision of the current epistemic state Φ – represented by a pre-
order over possible worlds – by a new piece of information α – a formula – is the
epistemic state (pre-order) obtained after the following two steps:

– First, take the pre-order ≤α associated to α by the AGM revision operator
(faithful assignment [12]) given at the beginning of the process.

– Second, take the lexicographical pre-order associated to ≤α and Φ. The pre-
order obtained in this way is the new epistemic state.

Note that there is a very static feature in this process: the way in which we
associate a pre-order to the new piece of information is always the same; it is

2 The Dalal distance [7] is a Hamming distance between interpretations.
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given by the fixed AGM operator from which we start all the process. In some
sense this is contrary to the principle of priority of the new information.

In this work we solve this problem. In order to do that we take the revi-
sion policy as an epistemic state and naturally this revision policy will change
progressively with the successive revisions. The new process can be described in
the following manner: first of all, an epistemic state is composed by a faithful
assignment, say f , and a distinguished formula φ. When α, the new evidence,
arrives, we revise as follows:

(i) the new distinguished formula φ′ will be a formula having as models the
minimal models of α with respect to the f(φ) pre-order.

(ii) The new assignment f ′ will coincide with f on the formulas not equivalent
to φ′. On formulas equivalent to φ′ it will be the lexicographical pre-order
associated to f(α) and f(φ).

Thus, this method allows to incorporate the changes step by step in a very
natural way. This process agrees with the postulate of primacy of the new infor-
mation. Unlike our original revision operators with memory that mix the new
piece of information with the oldest information (which is static), our present
operators mix the new piece of information with the current epistemic state.

The rest of the paper is organized as follows: in Sect. 2, we recall the logical
characterization of iterated revision operators of Darwiche and Pearl. In Sect. 3,
we recall the definition of revision operators with memory and state the general
logical results. Then, in Sect. 4, we show how to add more dynamics to revision
operators with memory. We conclude in Sect. 5 with some general remarks.

2 Iterated Revision Postulates

We give here a formulation of AGM postulates for belief revision à la Katsuno
and Mendelzon [12]. More exactly, we give a formulation of these postulates in
terms of epistemic states [9]. The epistemic states framework is an extension of
the belief bases one. Intuitively an epistemic state can be seen as a composed
information: the beliefs of the agent, plus all the information that the agent needs
about how to perform revision (preference ordering, conditionals, etc.). Then we
give the additional iteration postulates proposed by Darwiche and Pearl [9].

2.1 Formal Preliminaries

We will work in the finite propositional case. A belief base ϕ is a finite set of
formulae, which can be considered as the formula that is the conjunction of
its formulae. The set of all interpretations is denoted W. Let ϕ be a formula,
Mod(ϕ) denotes the set of models of ϕ, i.e. Mod(ϕ) = {I ∈ W : I |= ϕ}.

A pre-order ≤ is a reflexive and transitive relation, and < is its strict coun-
terpart, i.e. I < J if and only if I ≤ J and J �≤ I. As usual, � is defined by
I � J iff I ≤ J and J ≤ I. A pre-order is total if and only if ∀I, J , I ≤ J or
J ≤ I.
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To each epistemic state Ψ is associated a belief base Bel(Ψ) which is a propo-
sitional formula representing the objective (logical) part of Ψ . The models of Ψ
are the models of its associated belief base, thus Mod(Ψ) = Mod(Bel(Ψ)). Let
Ψ be an epistemic state and μ be a sentence denoting the new information. Ψ ◦μ
denotes the epistemic state resulting of the revision of Ψ by μ. For reading conve-
nience we will write respectively Ψ 	 μ, Ψ ∧ μ and I |= Ψ instead of Bel(Ψ) 	 μ,
Bel(Ψ) ∧ μ and I |= Bel(Ψ).

Two epistemic states are equivalent, noted Ψ ≡ Ψ ′, if and only if their objec-
tive parts are equivalent formulae, i.e. Bel(Ψ) ↔ Bel(Ψ ′). Two epistemic states
are equal, noted Ψ = Ψ ′, if and only if they are identical. Thus equality is
stronger than equivalence.

2.2 AGM Postulates for Epistemic States

Let Ψ be an epistemic state and μ and ϕ be formulae. An operator ◦ that maps
an epistemic state Ψ and a formula μ to an epistemic state Ψ ◦ μ is said to be a
revision operator on epistemic states if it satisfies the following postulates [9]:

(R*1) Ψ ◦ μ 	 μ
(R*2) If Ψ ∧ μ � ⊥, then Ψ ◦ μ ↔ Ψ ∧ μ
(R*3) If μ � ⊥, then Ψ ◦ μ � ⊥
(R*4) If Ψ1=Ψ2 and μ1↔μ2, then Ψ1 ◦ μ1 ≡ Ψ2 ◦ μ2

(R*5) (Ψ ◦ μ) ∧ ϕ 	 Ψ ◦ (μ ∧ ϕ)
(R*6) If (Ψ ◦ μ) ∧ ϕ � ⊥, then Ψ ◦ (μ ∧ ϕ) 	 (Ψ ◦ μ) ∧ ϕ

This is nearly the Katsuno and Mendelzon formulation of AGM postulates
[12]; the only differences are that we work with epistemic states instead of belief
bases and that postulate (R*4) is weaker than its AGM counterpart. See [9] for
a full motivation of this definition.

A representation theorem states how revisions can be characterized in terms
of pre-orders on interpretations. In order to give such a semantical representa-
tion, the concept of faithful assignment on epistemic states is defined.

Definition 1. A function that maps each epistemic state Ψ to a pre-order ≤Ψ

on interpretations is called a faithful assignment over epistemic states if and
only if: 1. If I |= Ψ and J |= Ψ , then I �Ψ J

2. If I |= Ψ and J �|= Ψ , then I <Ψ J
3. If Ψ1 = Ψ2, then ≤Ψ1=≤Ψ2

Now the reformulation of the Katsuno and Mendelzon [12] representation
theorem in terms of epistemic states is:

Proposition 1 ([9]). A revision operator ◦ satisfies postulates (R*1-R*6) if
and only if there exists a faithful assignment (over epistemic states) that maps
each epistemic state Ψ to a total pre-order ≤Ψ such that

Mod(Ψ ◦ μ) = min(Mod(μ),≤Ψ )
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Notice that this theorem gives information only on the objective part of
the resulting epistemic state, but does not allow to know what is the pre-order
associated with Ψ ◦ μ, i.e. we can not identify the new epistemic state, but only
its associated belief base Mod(Ψ ◦ μ). Making the parallel with the classical
Katsuno and Mendelzon representation theorem (cf Definition 2 and [12]), that
allows to define exactly what is the belief base Mod(Ψ ◦ μ)3, the last theorem is
only a weak representation theorem.

2.3 Darwiche and Pearl Postulates

A strong limitation of AGM revision postulates is that they impose very weak
constraints on the iteration of the revision process. Darwiche and Pearl [8,9]
proposed postulates for iterated revision. The aim of these postulates is to keep
as much as possible of conditional beliefs (a conditional belief can be expressed
as “if μ would be the case, then ϕ must be true”) of the old belief base. These
conditional beliefs are encoded in the total pre-orders on interpretations. So,
besides postulates (R*1-R*6), a revision operator has to satisfy:

(C1) If ϕ 	 μ, then (Ψ ◦ μ) ◦ ϕ ≡ Ψ ◦ ϕ
(C2) If ϕ 	 ¬μ, then (Ψ ◦ μ) ◦ ϕ ≡ Ψ ◦ ϕ
(C3) If Ψ ◦ ϕ 	 μ, then (Ψ ◦ μ) ◦ ϕ 	 μ
(C4) If Ψ ◦ ϕ � ¬μ, then (Ψ ◦ μ) ◦ ϕ � ¬μ

These postulates can be explained as follows: (C1) states that if two pieces of
information arrive and if the second implies the first, the second alone would give
the same belief base. (C2) says that when two contradictory pieces of information
arrive, the second alone would give the same belief base. (C3) states that an
information should be retained after revising by a second information such that,
when revising the current belief base by it, the first one holds. (C4) says that no
piece of information can contribute to its own denial.

3 Revision Operators with Memory

A “classical” AGM revision operator is equivalent to a faithful assignment over
belief bases as stated in the following theorem [12].

Definition 2. A function that maps each belief base ϕ to a pre-order ≤ϕ on
interpretations is called a faithful assignment over belief bases if and only if:

1. If I |= ϕ and J |= ϕ, then I �ϕ J
2. If I |= ϕ and J �|= ϕ, then I <ϕ J
3. If ϕ1 ↔ ϕ2, then ≤ϕ1=≤ϕ2

3 Recall that classical AGM operators are functions that map a belief base and a
formula to a belief base, which is (completely) defined by the theorem, whereas
Proposition 1 concerns operators that are functions which map an epistemic state
and a formula to an epistemic state, that is not completely defined by the theorem.
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It is important to note that, in what follows, we have two distinct kinds of
faithful assignments: one over belief bases and one over epistemic states.

Proposition 2 ([12]). A revision operator ◦ satisfies classical AGM postulates
(R1-R6)4 if and only if there exists a faithful assignment (over belief bases)
that maps each belief base ϕ to a total pre-order ≤ϕ such that: Mod(ϕ ◦ μ) =
min(Mod(μ),≤ϕ).

So one can define a revision operator directly by defining the correspond-
ing faithful assignment over belief bases. It is the case for most distance-based
revision operators such as Dalal operator [7,12].

More precisely we say that a revision operator ◦ is defined from a distance d
iff the following conditions hold:

– d is a (pseudo-)distance, that is d is a function d : W × W 
→ IN which
satisfies: d(I, J) = d(J, I) and d(I, J) = 0 iff I = J .

– The distance between an interpretation I and a belief base ϕ is defined as:

d(I, ϕ) = min {d(I, J) : J |= ϕ}

– This distance induces a faithful assignment: I ≤ϕ J iff d(I, ϕ) ≤ d(J, ϕ)
– And the revision operator is defined by Mod(ϕ ◦ μ) = min(Mod(μ),≤ϕ)

One can check that the assignment obtained like this is a faithful assignment
and thus that all operators defined in this way satisfy AGM postulates. It can
also be easily checked that operators defined in this way do not satisfy many of
the iterated revision postulates.

Now we will give a construction that allows, from a given faithful assignment
(i.e. from a given classical AGM revision operator), to define another revision
operator that satisfies AGM postulates but also most of the iterated revision
postulates.

First, let us notice that an epistemic state can be represented by a total pre-
order on interpretations as suggested by Proposition 1 and by several related
works (cf e.g. [3,9]). So, with this particular representation (identifying the epis-
temic state Ψ with a pre-order ≤Ψ ), the belief base Bel(Ψ) is simply the formula
whose models are minimal for the pre-order, that is Bel(Ψ) = min(W,≤Ψ ). And
the other interpretations are ordered according to their relative plausibility for
the agent. For example, I ≤Ψ J means that the agent that is in the epistemic
state Ψ considers I as at least as plausible as J . It is this preferential information
that can be used to encompass the iterated revision behaviour, by considering
revision operators as functions that map a pre-order (epistemic state) and a for-
mula (new information) into a new pre-order (epistemic state). This idea is the
mainstay in most of iterated revision works [4,9,11,13,16,19,23].

So, using this representation by means of pre-orders on interpretations and
Proposition 1 we will define a familly of revision operators as follows:
4 It is the same set of postulates than (R*1-R*6) but expressed for belief bases instead

of epistemic states (cf [12]).
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Definition 3. Suppose that we have a function that maps each belief base ϕ to a
pre-order ≤ϕ. Then, we define the epistemic state (the pre-order) Ψ ◦ϕ resulting
of the revision of Ψ by the new information ϕ as:

I ≤Ψ◦ϕ J iff I <ϕ J or (I �ϕ J and I ≤Ψ J)

Then one can check that:

Proposition 3 ([15]). If the function that maps each belief base ϕ to a total
pre-order ≤ϕ is a faithful assignment over belief bases, then the revision operator
on epistemic states defined in Definition 3 satisfies postulates (R*1-R*6). We
will call such operators revision operators with memory.

So, with Definition 3, one can start from any epistemic state (total pre-order
over interpretations) and carry on iterated revisions. A particular epistemic state
we can mention is the “empty” epistemic state, where the agent has no belief
and no preferential information, that is, such that ∀I, J ∈ W I � J . We will
denote by Ξ this epistemic state. So, the objective part of this epistemic state
is Bel(Ξ) = �. It can be considered as the epistemic state generalisation of
� for the belief base framework, since they are both neutral elements for the
corresponding operators: Ξ ◦ϕ ≡ ϕ (as �◦ϕ ≡ ϕ in the belief base framework).
One can consider that all agents start with this epistemic state (we will consider
this in the examples). Concerning iteration postulates:

Proposition 4 ([15]). Revision operators with memory satisfy postulates (C1),
(C3) and (C4).

It can be also easily checked that (C2) is satisfied by a unique revision oper-
ator with memory, since it demands (in the presence of the other revision postu-
lates), that the pre-order associated to a belief base by the faithful assignment
on belief base used in Definition 3 is a two-level pre-order with the models of the
belief base at the lowest level and the counter-models at the higher one. This
operator will be presented in the next section.

So most of our revision operators with memory do not satisfy (C2). But we do
not consider this as a drawback. We rather think that it is (C2) that is not fully
satisfactory. In fact C2 demands that a piece of information that is accepted but
later contradicted is completely discarded. One could argue for a more subtle
behavior where only the contradicted part (so not all the formula) is discarded.
See [15,17] for more explanations on this point. For instance suppose that you
learn a big conjunction a ∧ b ∧ . . . ∧ z and that later you learn ¬a. Couldn’t be
natural to try to keep b∧ . . .∧z ? Or should we discard it completely as required
by (C2) ? According to us (C2) should not be regarded as a first class require-
ment (conversely to other postulates), but as an optional property that makes a
distinction between two kinds of revision operators: the ones that consider that
contradicting a piece of information amounts to discrediting its source, and then
to discard it completely, and the ones that have a more subtle behavior and that
only remove the contradicting parts of the pieces of information.

For a more complete logical characterization of this family of operators
see [14].
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3.1 Basic Memory Operator

Let us define the assignment that maps each belief base to a pre-order in the
following way:

Definition 4. Let ϕ be a belief base, the basic pre-order ≤b
ϕ associated to ϕ is

defined as: I ≤b
ϕ J if and only if I |= ϕ or (I �|= ϕ and J �|= ϕ)

So we have what we call a basic order, which is a two-level order (at most),
with the models of ϕ at the lowest level and the other worlds at the highest level.

Definition 5. The basic memory operator is the memory operator obtained
from this assignment (i.e. the operator obtained by Definitions 4 and 3).

It is worthy to note that if one uses this faithful assigment (Definition 4)
to define a classical AGM operator (Proposition 2), one obtains the full meet
revision operator which is not a good operator. But, even with this basic order on
belief bases in the revision with memory framework, one can build very complex
epistemic states. This is due to revision memory. The assignment of Definition
4 is a faithful assignment on belief bases; with Propositions 3 and 4, it is easy
to show that:

Proposition 5 ([15]). The only revision operator with memory that satisfies
(R*1-R*6) and (C1–C4) is the basic memory revision operator.

This operator has been already studied in the literature under different par-
ticular representations: in [19] with epistemic entrenchments, in [2,21] with
polynomials and syntactic belief bases. Finally, we can note that Liberatore
has shown [18] that several problems are computationally simpler for the basic
memory operator than for the other iterated belief revision proposals (including
Boutilier’s natural revision [5], Lehmann’s ranking revision [17] and Williams’
transmutations [23]).

3.2 Dalal Memory Operator

We use in this section the Hamming distance dH between interpretations5. The
Dalal distance between an interpretation I and a belief base ϕ is defined as
dD(I, ϕ) = minJ|=ϕ(dH(I, J)).

Let’s define the assignment that maps each belief base to a pre-order in the
following way:

Definition 6. Let ϕ be a belief base, the pre-order ≤d
ϕ associated to ϕ is defined

as: I ≤d
ϕ J if and only if dD(I, ϕ) ≤ dD(J, ϕ)

So we have a pre-order with the models of ϕ at the lowest level and the other
worlds in the higher levels, according to their Dalal distance.
5 The Hamming distance between two interpretations is the number of propositional

letters on which the two interpretations differ.
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Definition 7. The Dalal memory operator is the memory operator obtained
from this assignment (i.e. the operator obtained by Definitions 6 and 3).

We can show through a simple example that this operator differs from the
classical Dalal revision operator [7,12]. Let a and b be two propositional letters
and consider for example the sequence Ψ = Ξ ◦a◦b◦¬(a∧b). The classical Dalal
operator gives Bel(Ψ) = (a ∧ ¬b) ∨ (¬a ∧ b), whereas Dalal memory operator
gives Bel(Ψ) = (¬a∧ b). This behaviour seems more natural since at the next to
last step we learned that b was true, and it is normal to keep some credit for this
evidence in the following step. It is in this way, that our operators use revision
with “memory”.

4 Dynamical Revision Operators with Memory

For revision operators with memory, the revision policy is fixed once the operator
is chosen. For example for the Dalal memory operator, the way to associate a
pre-order to each new evidence is completely determined at the beginning of the
process by the Dalal distance.

So, whereas the aim of revision operators with memory is to give a strong
preference to the new evidence, one can object that the faithful assignment used
to associate a pre-order to the new evidence does not change and so, that an old
information is used in each revision step.

The solution to cope with this objection is to find a way to change the faithful
assignment during the course of revisions. Such a solution will be given in this
section. So, first, let’s sum up the way revision operators with memory work:

– The definition of a particular operator lies in the chosen faithful assignment
over belief bases. Let’s call f such an assignment. So, for each formula ϕ, f
associates a total pre-order f(ϕ) (also noted ≤f(ϕ)) satisfying the conditions
of Definition 2.

– Each time a new evidence ϕ comes, the operator associates to it its corre-
sponding pre-order f(ϕ).

– The new epistemic state is the result of incorporating the pre-order in the old
epistemic state, giving preference to the new evidence (i.e. to the pre-order)
by using a lexicographical order: ≤Φ◦ϕ=≤lex(f(ϕ),Φ)

6.

So, what we want now is to be able to change f during the agent’s life. That
is, to dynamically change the revision policy of the agent, so that when a new
evidence comes, it is not always associated to the same pre-order.

The idea is to start from an a priori faithful assignment over belief bases
such as for revision by memory operators, but then to modify it at each revision
step. To be able to do that, we have to use a more general definition of epistemic
states. The (representation of) epistemic states we use for revision operators
with memory are pre-orders on interpretations ≤Φ, from which we can extract
the corresponding belief base Bel(Φ) = min(W,≤Φ).
6 Where I ≤lex(≤1,≤2) J means I <1 J or (I �1 J and I ≤2 J).
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For dynamical revision operators with memory, the representation of an epis-
temic state we use is a couple Φ = (ϕ, f), where ϕ is the current belief base
and f is the current faithful assignment (So, with this representation, we can
extract the pre-order corresponding to the belief base: f(ϕ), and straightfor-
wardly Bel(Φ) = ϕ).

As for classical revision operators with memory, to define a particular dynam-
ical revision with memory operator, one needs an initial, a priori faithful assign-
ment over belief bases (i.e. a classical AGM revision operator), that will encode
the initial revision policy of the agent.

So let’s define dynamical revision operators with memory:

Definition 8. Let Φ = (ϕ, f) be an epistemic state and let μ be a formula
denoting a new evidence. We define the new epistemic state Φ ◦ μ, resulting of
the dynamical revision with memory of Φ by μ, as Φ ◦ μ = (ϕ′, f ′), where ϕ′ is
a formula whose models are min(Mod(μ), f(ϕ)), and f ′ is a function (faithful
assignment over belief bases) that is identical to f for each belief base ψ except
when ψ ↔ ϕ′. In this case f ′(ψ) is defined as:

I ≤f ′(ψ) J iff I <f(μ) J or (I �f(μ) J and I ≤f(ϕ) J)

So, pointwise, the dynamical operators work exactly the same way as memory
operators. The difference is that they also change the given faithful assignment
over belief bases at each step. One could believe that the difference between the
two families of operators is not huge, since the corresponding pre-orders (faithful
assignment) used change only for one value at each step. But as we will see next
the dynamical revision operators with memory satisfy the following postulate
that the revision operators with memory do not (always) satisfy (cf Example 1):

(C5) If Bel(Φ) ↔ μ then Φ ◦ μ = Φ.

This axiom says that the current epistemic state does not change in all cases
where the new piece of information coincides with the observable part of this
epistemic state. Note that this axiom is almost trivial in the classical AGM
framework7. But in the framework of complex epistemic states it is not the case.
In fact, as we already mentioned, the revision operators with memory do not
(always) satisfy (C5) as can be seen in the following example.

Example 1. We are reasoning about an electronic circuit with two components,
the left one and the right one. The propositional variable l means that the left
component is working, and r encodes the fact the right component is working.
Suppose we start from the Dalal classical AGM revision operator. Let Φ be the
epistemic state with observable part being the following formula: “only one of
the two components is working” (Bel(Φ) = (l ∧ ¬r) ∨ (¬l ∧ r)). Let μ be the
formula expressing that “the component on the left is not working” (μ = ¬l).
The beliefs of the epistemic state after the revision Φ ◦ μ using Dalal memory
operator is “only the component on the right is working”. The other (conditional)

7 In that framework, it is a consequence of the other axioms.
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information of this epistemic state can be described by the conditionals “if the
component on the right is not working then the two components are bad” and
“if the components on the left is working then only the component on the left
is working”. Now if we revise this current epistemic state by the fact that “only
the component on the right is working” (ϕ = ¬l ∧ r), which is indeed the beliefs
of the current epistemic state, we obtain a different epistemic state in which for
instance we have the conditional “if the component on the left is working then
the two components are working”. On the contrary, the current epistemic state
does not change after revision by this new information when the operator is the
dynamical Dalal revision with memory operator.

We illustrate this example below. In order to do that consider a language
L with only two propositional letters l and r. We will denote interpretations
simply by the truth assignment, i.e. 10 denotes the interpretation mapping l
to true and r to false. Two interpretations are equivalent, with respect to the
pre-order, if they appear at the same level. An interpretation I is better than
another interpretation J (I < J) if it appears at a lower level. ◦MD denotes the
Dalal revision with memory operator and ◦DMD the dynamical Dalal with memory
operator.

Let’s see the pre-order associated to some belief bases by the faithful assign-
ment over belief bases given by the Dalal distance:

≤D

Φ=
11 00
01 10 ≤D

μ=
10 11
00 01 ≤D

ϕ=
10

11 00
01

And the epistemic states reached by the operators are:

≤Φ=
11 00
01 10 ≤Φ◦MDμ=

11
10
00
01

≤Φ◦MDμ◦MDϕ=

10
11
00
01

≤Φ=
11 00
01 10 ≤Φ◦DMDμ=

11
10
00
01

≤Φ◦DMDμ◦DMDϕ=

11
10
00
01

Note that the idea here is that, when the agent receives a new evidence that
she has met before, the repetition of this evidence suggests that the old beliefs of
the agent were correct, and so she holds on to the last pre-order that corresponds
to this evidence.

In fact, if one considers the definition of iterated revision operators accord-
ing to Darwiche and Pearl (cf Sect. 2.2), it amounts to say that we change the
revision operators at each step, since the corresponding faithful assignment over
epistemic states changes at each step. So, in a sense, dynamical revision opera-
tors with memory are definable by a family of revision operators with memory
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(that corresponds to the set of all faithful assignments over belief bases reached
by the course of revisions).

Concerning the logical properties of this family of operators, it is easy to
check the following:

Theorem 6. A dynamical revision operator with memory satisfies (R*1)–
(R*6). It satisfies (C1), (C3), (C4) and (C5) but it never satisfies (C2).

Finally, as another example, let’s see the behaviour of the full meet revision
operator ◦B , the basic memory operator ◦MB and the dynamical basic memory
operator ◦DMB (they are all built from the same faithful assignment over belief
bases) on the same situations.

Example 2. Consider a language L with only two propositional letters a and b
(considered in that order for the valuations). Let’s see the pre-order associated to
some belief bases by the faithful assignment over belief bases given by the Basic
distance:

≤B
a=

00 01
10 11 ≤B

b=
00 10
01 11

≤B

a∧b=
00 01 10

11 ≤B
¬a=

10 11
00 01

And the epistemic states reached by the operators are:

≤a◦MBb = ≤a◦DMBb=

00
10
01
11

≤a◦MBb◦MB¬a = ≤a◦DMBb◦DMB¬a=

10
11
00
01

≤a◦MBb◦MB¬a◦MBa∧b=

10
00
01
11

≤a◦DMBb◦DMB¬a◦DMBa∧b=

00
10
01
11

So we have that:
a ◦B b ◦B ¬a ◦B a ∧ b ◦B ¬b ≡ ¬b

a ◦MB b ◦MB ¬a ◦MB a ∧ b ◦MB ¬b ≡ ¬a ∧ ¬b
a ◦DMB b ◦DMB ¬a ◦DMB a ∧ b ◦DMB ¬b ≡ a ∧ ¬b

As noted previously, the full meet revision operator ◦B does not have a very
good behaviour: each time the new evidence contradicts the current beliefs,
the new beliefs are only the logical consequences of the new evidence. So, it
absolutely does not consider the previous revisions. With the revision operator
with memory ◦MB, the agent is able to build complex epistemic states (pre-
orders), that lead to a satisfactory behaviour for iterated revision. With this
operator, the two evidences ¬a and ¬b recently learned lead to this belief base.
With the dynamical revision operator with memory ◦DMB, the evidence learned
at the next to last step (a ∧ b) recalls the agent the last time she had this belief
(after a ◦DMB b), and this modifies her epistemic state.
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5 Conclusion

It is worthy to note that the two families of operators defined, revision with
memory and dynamical revision with memory, are revision operators in the sense
of Darwiche and Pearl, that is, they map an epistemic state and a formula (new
evidence) to an epistemic state. We have shown that one can use any standard
AGM revision operator and turns it to a DP iterated revision operator using
revision with memory and dynamical revision with memory (C2 is not satisfied,
but this postulate is criticizable).

Note that [3] considers revision of epistemic states by epistemic states. In this
work, even if at the end of the process we work with two pre-orders, the second
one is obtained from the input, that is a single formula (as usual in AGM/DP
framework), by a pre-processing step.

It is interesting also to note that our definition of epistemic states for dynam-
ical revision with memory is more complicated than usual DP ones: so this work
illustrates that one can encode sublter behaviours with more complicated epis-
temic states. Studying this kind of generalized epistemic states and its applica-
tion seems to be an interesting research issue.
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16. Konieczny, S., Pino Pérez, R.: Improvement operators. In: Principles of the 11th
International Conference on Principles of Knowledge Representation and Reason-
ing (KR 2008), pp. 177–186 (2008)

17. Lehmann, D.: Belief revision, revised. In: Proceedings of the Fourteenth Inter-
national Joint Conference on Artificial Intelligence (IJCAI 1995), pp. 1534–1540
(1995)

18. Liberatore, P.: The complexity of iterated belief revision. In: Afrati, F., Kolaitis,
P. (eds.) ICDT 1997. LNCS, vol. 1186, pp. 276–290. Springer, Heidelberg (1997).
doi:10.1007/3-540-62222-5 51

19. Nayak, A.: Iterated belief change based on epistemic entrenchment. Erkenntnis 41,
353–390 (1994)

20. Nayak, A. C., Foo, N. Y., Pagnucco, M., Sattar, A.: Changing conditional beliefs
unconditionally. In: Proceedings of the Sixth Conference of Theoretical Aspects
of Rationality and Knowledge (TARK 1996), pp. 119–135. Morgan Kaufmann,
Netherlands (1996)

21. Papini, O.: Iterated revision operators stemming from the history of an agent’s
observations, Frontiers of Belief Revision, pp. 281–303. Kluwer (2001).

22. Spohn, W.: Ordinal conditional functions: a dynamic theory of epistemic states.
In: Harper, W.L., Skyrms, B. (eds.) Causation in Decision, Belief Change, and
Statistics, vol 2, pp. 105–134 (1987)

23. Williams, M. A.: Transmutations of knowledge systems. In: Proceedings of the
Fourth International Conference on the Principles of Knowledge Representation
and Reasoning (KR 1994), pp. 619–629 (1994)

24. Williams, M. A.: Iterated theory base change: a computational model. In: Pro-
ceedings of the Fourteenth International Joint Conference on Artificial Intelligence
(IJCAI 1995), pp. 1541–1550 (1995)

http://dx.doi.org/10.1007/3-540-44652-4_44
http://dx.doi.org/10.1007/3-540-62222-5_51

	Putting More Dynamics in Revision with Memory
	1 Introduction
	2 Iterated Revision Postulates
	2.1 Formal Preliminaries
	2.2 AGM Postulates for Epistemic States
	2.3 Darwiche and Pearl Postulates

	3 Revision Operators with Memory
	3.1 Basic Memory Operator
	3.2 Dalal Memory Operator

	4 Dynamical Revision Operators with Memory
	5 Conclusion
	References




