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Abstract. In this paper, we propose to study the interest of relaxing
qualitative constraints networks by using the formalism of discrete Con-
straint Satisfaction Problem (CSP). This allows us to avoid the intro-
duction of new definitions and properties in the domain of qualitative
reasoning. We first propose a general (but incomplete) approach to show
the unsatisfiability of qualitative networks, by using a relaxation on any
set of relations. Interestingly enough, for some qualitative calculi, the
proposed scheme can be extended to determine the satisfiability of any
qualitative network, leading to an original, simple and complete method.
However, as the efficiency of our approach depends on the chosen relax-
ation, total relations should be preferred due to their connections with
the hardness of constraint networks. We then present some preliminary
experimental results, with respect to unsatisfiability, which show some
promising improvements on some classes of random qualitative networks.

1 Introduction

The need for reasoning about time and space arises in many areas of Artificial
Intelligence, including computer vision, natural language understanding, geo-
graphic information systems (GIS), scheduling, planning, diagnosis and genetics.
Numerous formalisms for representing and reasoning about time and space in a
qualitative way have been proposed in the past two decades [1,28,22,3,27,19,4].

Those formalisms involve a finite set of basic relations denoting qualitative
relationships between temporal or spatial entities. Intersection, overlapping, con-
tainment, precedence are examples of such qualitative relationships. For instance,
in the field of qualitative reasoning about temporal data, there is a well-known
formalism called Allen’s calculus [1]. It is based on intervals of the rational line
for representing temporal entities and thirteen basic relations between such in-
tervals are used to represent the qualitative situations between temporal entities:
an interval can follow another one, meet another one, and so on.

Typically, Qualitative Constraint Networks (QCNs) are used to express infor-
mation on a spatial or temporal situation. Each constraint of a QCN represents
a set of acceptable qualitative configurations between some temporal or spatial
entities and is defined by a set of basic relations. The total relation, which is the
set of all basic relations, is the term used to describe a total uncertainty in the
configurations. The density of such relations in a qualitative networks can take
part to the difficulty to solve those problems.
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The aim of this paper is to demonstrate that a relaxation of some relations
can lead, in some cases, to a significant computational speed up of the satis-
fiability checking task. To avoid the introduction of new particular definitions
(and properties) in qualitative reasoning, when relaxation is applied, a discrete
encoding preserving the chosen relations of qualitative constraint networks is
used. Using a relaxation on any set of relations, it is then possible to show the
unsatisfiability of some networks. Interestingly enough, for some qualitative cal-
culi, this basic relaxation scheme is extended to determine the satisfiability of
any qualitative constraint network leading to an original, simple and complete
method. Nevertheless, even if the approach can be used in the general case, we
focus our attention on relaxing total relations since these relations are intuitively
related to computational efficiency.

Relaxation based approaches are widely used in many domains ranging from
constraint satisfaction to linear programming and knowledge representation. For
example, in constraint satisfaction, relaxations are used to solve dynamic [20],
over-constrained [21] and distributed [31] constraint networks. Some other works
are based on concepts of abstract interpretation [14,23], theory of abstraction [16]
or theory approximation [8,29]. Whereas in [9], abstract interpretation [14,23] is
exploited to improve constraint solving in an object-oriented context, the concept
of Galois insertion (at the heart of abstract interpretation) has also been used
to deal with flexible constraints [5,6]. Generally speaking, many abstractions
(e.g. [15,10,30,11]) proposed in the literature can be seen as a kind of value or
variable clustering. The framework introduced in [24] allows to deal with general
clustering which means that an element (a value or a variable) can belong to
several clusters.

The paper is organized as follows. In the next section, some background on
qualitative and discrete formalisms is provided. Then we present the general
relaxation scheme that we propose. Before concluding, some experimental results
on some classes of random qualitative constraint networks are presented.

2 Technical Background

In this section, we provide the technical background useful for the reading of this
paper. First, we present the concept of qualitative calculus before introducing
qualitative constraint networks. Then, we introduce discrete constraint networks
and describe an encoding of qualitative constraint networks into discrete ones.

2.1 Qualitative Calculus

A qualitative calculus involves a finite set B of binary1 relations, called ba-
sic relations, defined on a domain D. The elements of D represent temporal
or spatial entities. Each basic relation of B corresponds to a particular possi-
ble configuration between two temporal or spatial entities. The relations of B

1 In this paper, we focus on binary relations but this work can be extended to non-
binary ones.
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are jointly exhaustive and pairwise disjoint, which means that any pair of ele-
ments of D belongs to exactly one basic relation in B. Moreover, for each basic
relation B ∈ B there exists another basic relation of B, denoted by B∼, corre-
sponding to the transposition of B. In addition, we suppose that a particular
relation of B, denoted by Id, is the identity relation on D. The set A is defined
as the set of relations corresponding to all possible unions of the basic relations:
A = {

⋃
E : E ⊆ B}. It is customary to represent an element B1 ∪ . . .∪Bm (with

Bi ∈ B for each i such that 1 ≤ i ≤ m) of A by the set {B1, . . . , Bm} belonging
to 2B. Hence, we make no distinction between A and 2B in the rest of this paper.

As an example, consider the well-known temporal qualitative formalism called
Allen’s calculus [2]. It uses intervals of the rational line for representing tem-
poral entities. Hence, D is the set {(x−, x+) ∈ Q × Q : x− < x+}. The
set of basic relations consists of a set of thirteen binary relations B =
{eq, b, bi, m, mi, o, oi, s, si, d, di, f, fi} corresponding to all possible configura-
tions between two intervals. These basic relations are depicted in Figure 1. We
have Id = eq.
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Fig. 1. The basic relations of Allen’s calculus

As a set of subsets, A is equipped with the usual set-theoretic operations
including intersection (∩) and union (∪). As a set of binary relations, it is also
equipped with the operation of converse (∼) and an operation of composition
(◦) sometimes called weak composition or qualitative composition. The converse
of a relation R in A is the union of the transpositions of the basic relations
contained in R. The composition A ◦ B of two basic relations A and B is the
relation R = {C ∈ B | ∃x, y, z ∈ D3, x A y, y B z and x C z}. The composition
R◦S of R, S ∈ A is the relation T =

⋃
A∈R,B∈S{A◦B}. Computing the results of

these various operations for relations of 2B can be done efficiently by using tables
giving the results of these operations for the basic relations of B. For instance,
consider the relations R = {eq, b, o, si} and S = {d, f, s} of Allen’s calculus, we
have R∼ = {eq, bi, oi, s}. The relation R ◦ S is {d, f, s, b, o, m, eq, si, oi}.
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2.2 Qualitative Constraint Networks

A qualitative constraint network (QCN) is a pair composed of a set of variables
and a set of constraints. Each variable represents a spatial or temporal entity of
the problem that is represented, and each constraint consists of a set of accept-
able basic relations (the possible configurations) between two variables. More
formally, a QCN is defined in the following way:

Definition 1. A QCN N is a pair (V, Q) where V = {v1, . . . , vn} is a finite set
of n variables and Q is a map that assigns to each pair (vi, vj) of V × V a set
Q(vi, vj) ∈ 2B of basic relations. Q(vi, vj) will also be denoted by Qij. Q is such
that Qii ⊆ {Id} and Qij = Q∼

ji for all vi, vj ∈ V .

A solution of a QCN N is a map σ from V to D such that (σ(vi), σ(vj)) satisfies
Qij for all vi, vj ∈ V . N is consistent iff it admits a solution. A QCN N ′ =
(V ′, Q′) is a sub-QCN of N (denoted by N ′ ⊆ N ) if and only if V = V ′ and
Q′

ij ⊆ Qij for all vi, vj ∈ V . A QCN N ′ = (V ′, Q′) is equivalent to N if and
only if V = V ′ and both networks have the same solutions. N is atomic iff each
constraint of N contains exactly one basic relation. A scenario of N is an atomic
sub-QCN of N . We will denote by scen(N ) and sol(N ) a scenario and a solution
of N , respectively.

Given a QCN N , the main issue to be addressed is the consistency problem: to
decide whether or not N admits (at least) a solution. Most of the algorithms used
for solving this problem are based on a method that we call the ◦-closure method,
also called weak composition closure and denoted WC. The ◦-closure method
is a constraint propagation method allowing to enforce the (0, 3)-consistency of
N , which means that all restrictions of N to 3-variables are consistent. The ◦-
closure method involves iteratively performing the following operation: Qij :=
Qij ∩ (Qik ◦ Qkj), for all vi, vj , vk of V , until a fix-point is reached. This method
yields a sub-QCN N ′ = (V, Q′) of N which is equivalent to it, and such that
Q′

ij ⊆ Q′
ik ◦ Q′

kj , for all vi, vj , vk of V . This last condition is expressed by saying
that the sub-network is ◦-closed (to simplify, we will assume that a ◦-closed QCN
does not contain the empty relation associated with a constraint).

2.3 Discrete Constraints Networks

Definition 2. A Discrete Constraint Network (DCN) P is a pair (X, C) where
X is a finite set of variables and C a finite set of constraints. Each variable
x ∈ X has an associated domain, denoted domP(x), which represents the set of
values allowed for x. Each constraint c ∈ C involves a subset of variables of X,
called scope and denoted scp(c), and has an associated relation denoted relP(c),
which represents the set of tuples allowed for the variables of its scope.

When possible, we will write dom(x) and rel(c) instead of domP (x) and relP(c).
If P and P ′ are two DCNs defined on the same sets of variables X and constraints
C, then we will write P 
 P ′ (and we will say that P is a subnetwork of P ′)
iff ∀x ∈ X , domP (x) ⊆ domP′

(x). A solution to a discrete constraint network
is an assignment of values to all the variables such that all the constraints are
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satisfied. A constraint network is said to be satisfiable or consistent iff it admits
at least one solution. The Constraint Satisfaction Problem (CSP) is the NP-
complete task of determining whether a given constraint network is satisfiable.
A CSP instance is then defined by a constraint network, and solving it involves
either finding one (or more) solution or determining its unsatisfiability.

To solve a CSP instance, one can apply inference or search methods. Usually,
domains of variables are reduced by removing inconsistent values, i.e. values that
can not occur in any solution. Indeed, it is possible to filter domains by consider-
ing some properties of constraint networks. Generalized Arc Consistency (GAC)
remains the central property of constraint networks and establishing GAC on
a given network P involves removing all values that are not generalized arc-
consistent. Remark that for binary constraint networks, GAC is simply referred
as AC (Arc Consistency).

Definition 3. Let P = (X, C) be a DCN. A pair (x, a), with x ∈ X and a ∈
dom(x), is generalized arc-consistent (GAC) iff ∀c ∈ C | x ∈ scp(c), there exists
a support of (x, a) in c, i.e. a tuple t ∈ rel(c) such that t[x] = a and t[y] ∈ dom(y)
∀y ∈ scp(c)2. P is GAC iff ∀x ∈ X, dom(x) �= ∅ and ∀a ∈ dom(x), (x, a) is
GAC.

We will denote by GAC(P) the constraint network obtained after enforcing GAC
on P . Inconsistency proved when applying GAC is denoted by GAC(P) = ⊥.

2.4 From Qualitative to Discrete Constraints Networks

In this paper, we propose to use an encoding to map a qualitative constraint
network N into a discrete one P . Each constraint of N is mapped to a variable
of P whose domain corresponds to the atomic relations of the constraint (and,
as a consequence, a subset of B), and each triple of constraints of N is mapped
to a ternary constraint of P such that the associated relation contains all valid
3-tuples satisfying the weak composition. More formally, we obtain:

Definition 4. Let N = (V, Q) be a QCN. TDCN(N ) is the DCN P = (X, C)
defined as follows:

– for each pair of variables vi, vj ∈ V with 1 ≤ i ≤ j ≤ n, X contains a
variable xij such that dom(xij) = Qij ;

– for each triple of variables vi, vj , vk ∈ V with 1 ≤ i < k < j ≤ n, C
contains a ternary constraint cijk such that scp(cijk) = {xij , xik, xkj} and
rel(cijk) = {(a, b, c) ∈ B3 : a ∈ b ◦ c}.

The idea of mapping qualitative networks into discrete ones is quite natural, and
has been formalized in [26,12]. Interestingly, there are some relationships between
the two frameworks. For example, if a QCN N is consistent, then TDCN(N ) is
consistent [12]. Unfortunately, the encoding is not complete for some qualitative
calculi (e.g. the cyclic interval algebra [18,4]): the qualitative network N can be
2 t[x] denotes the value assigned to x in t.
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inconsistent whereas the discrete network TDCN(N ) is consistent. Nevertheless,
we have the following weaker property: if TDCN(N ) is consistent then N admits
a ◦-closed scenario. Besides, introducing the concept of so-called nice qualitative
calculus, i.e. a calculus for which a scenario is consistent if and only if it is ◦-
closed, we can establish that: a QCN N defined in a nice qualitative calculus
is consistent iff TDCN(N ) is consistent. It is important to remark that many
qualitative calculi are nice, and in particular the well-known Allen’s calculus.

It is possible to obtain a qualitative network from a discrete network using
the following operator TQCN .

Definition 5. Let N = (V, Q) be a QCN and P = (X, C) be a DCN such that
P 
 TDCN (N ). TQCN(P) is the QCN (V, Q′) defined by Q′

ij = dom(xij) and
Q′

ji = (Q′
ij)

∼ for all 1 ≤ i ≤ j ≤ n.

This operator is useful to show the connections existing between qualitative and
discrete local consistencies. Indeed, we can prove [12] that if TDCN(N ) is GAC
then N is ◦-closed. As a consequence, a way to obtain the ◦-closure of a QCN
is to transform it into a DCN (via TDCN), apply a GAC algorithm and get back
the result (via TQCN ) under the form of a DCN. This is illustrated in Figure 2.

P = TDCN(N )

GAC

P ′N ′ = TQCN(P ′)

◦-closure

N

Fig. 2. Relationship between ◦-closure and GAC

The interest of encoding qualitative networks into discrete ones is two-fold.
First, we can benefit from some state-of-the-art generic CSP solvers that are
freely available. Second, the formalism classically used for qualitative algebra
is based on networks whose macro-structure corresponds to complete graphs.
Here, introducing relaxation in qualitative networks would require extending
current qualitative definitions and properties. The major part of QCN solvers
works with matrices as data structures to represent qualitative constraints. For
example, QAT (a qualitative algebra toolkit [13]) uses such a data structure.
With these solvers, the representation of a relaxed QCN is not a trivial task and
implies heavy changes concerning the methods used for reasoning.

3 Relaxing Qualitative Constraints Networks

There is a particular relation in any qualitative algebra: the total relation that
we will denote by ψ. This relation, which is such that ψ = B, represents the fact
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that we have no information about the configuration of any two variables. When
solving a QCN, ψ relations may represent an overhead for the resolution since
they must be taken into account while not participating (at least, initially) to
filter the search space. This is why we are going to propose to relax qualitative
constraint networks by simply discarding all ψ relations.

In order to make our approach quite general, we introduce relaxation and
restriction with respect to a subset of relations R ⊆ 2B (even if we will choose R =
ψ for our experimentation). From now on, we will consider given the qualitative
calculus as well as R (assumed to be closed for the converse operation). Then,
we present a general scheme, as well as an algorithm, that can be followed when
the qualitative calculus respects some conditions.

3.1 Theoretical Results

To perform our relaxation, we propose a generalization of the mapping operator
introduced in Definition 4. The relaxation involves only taking into account
variables (of the discrete network) whose domain does not belong to R. More
formally, the definition of the new operator, denoted by T−R

DCN , is given by:

Definition 6. Let N = (V, Q) be a QCN. The discrete relaxation T−R
DCN(N ) of

N is the DCN P = (X, C) defined as follows:

– for each pair of variables vi, vj ∈ V with 1 ≤ i ≤ j ≤ n such as Qij /∈ R, X
contains a variable xij such that dom(xij) = Qij ;

– for each triple of variables vi, vj , vk ∈ V with 1 ≤ i < k < j ≤ n, C
contains a ternary constraint Cijk , such that scp(Cijk) = {xij , xik, xkj} and
rel(cijk) = {(a, b, c) ∈ B3 : a ∈ b ◦ c}, iff xij , xik and xkj belong to X.

It is immediate to see that T−R
DCN is equivalent to TDCN when R = ∅. Also,

T−R
DCN(N ) is clearly a sub-network of TDCN(N ).
The following proposition shows that it is possible to exploit discrete relax-

ations to prove the unsatisfiability of a qualitative network. The proof is imme-
diate since T−R

DCN(N ) is a sub-network of TDCN(N ) which is equivalent to N
with respect to satisfiability.

Proposition 1. Let N be a QCN. If T−R
DCN(N ) is unsatisfiable then N is

unsatisfiable.

Figure 3 shows an illustration of discrete relaxations of a qualitative constraint
network (from Allen’s calculus). On the left, we have the discrete network that
corresponds to the direct mapping (according to Definition 4) of the QCN pre-
sented at the top of the figure: each constraint becomes a variable and each triple
of variables becomes a ternary constraint. On the right, we have the discrete net-
work that corresponds to the discrete relaxation based on the total relation. The
variable x2,3 has been discarded since it corresponds to the total relation Q2,3.
Consequently, ternary constraints that may involve x2,3 have been discarded
too. Trivially, both networks are unsatisfiable. Indeed, we have v1 before v4 and
v1 after v4. Hence, in the relaxed discrete network, dom(x1,4) is restricted to
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Fig. 3. Illustration of discrete encodings (with and without relaxation)

the before value (using the ternary constraint c1,2,4) and also to the after value
(using the ternary constraint c1,3,4).

Once a discrete network using T−R
DCN has been generated, it is possible to use

any CSP solver to find solutions, if any. As mentioned above, if no solution is
found, it means that the initial qualitative network is unsatisfiable. However,
for any found solution I (i.e. consistent instantiation), it may be interesting to
exploit it in the qualitative network. Of course, in the general case, each solution
does not correspond to a piece of a consistent scenario of the qualitative network,
but by considering each of them in turn, it is possible to render the approach
complete. Indeed, if no consistent scenario can be built from all solutions of the
discrete relaxation, the qualitative network is proved to be unsatisfiable.

To do this, we need to propose a generalization of the mapping operator
introduced in Definition 5.

Definition 7. Let N = (V, Q) be a QCN, R be a subset of 2B and P = (X, C)
be a DCN such that P 
 T−R

DCN(N ). The qualitative restriction T +R
QCN (P) of P

is the QCN N ′ = (V, Q′) defined by:

– ∀ 1 ≤ i ≤ n, Q′
ii = {Id};

– ∀ 1 ≤ i < k < j ≤ n, Q′
ij = dom(xij) and Q′

ji = (Q′
ij)

∼ if xij ∈ X, and
Q′

ij = Qij and Q′
ji = Qji, otherwise.

We can apply this operator to any solution found in P . Indeed, by considering
I as a DCN (the domain of each variable being reduced to a single value), we
can build the qualitative restriction of I and then obtain a qualitative network
N ′. It is interesting to note that in this case, the constraints of N ′ are basically
composed of relations of R as well as atomic relations. This can contribute to
facilitate our task (i.e. determining the satisfiability/unsatisfiability of N ). In-
deed, there exists a class H ⊂ 2B of relations, called ORD-Horn relations [25],
such that, for some qualitative calculi, weak composition closure is complete with
respect to satisfiability. QCN only composed of ORD-Horn relations are called
ORD-Horn QCN. We have the following proposition.
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Proposition 2. Let N be a QCN and I be a solution of T−R
DCN(N ). If R is a

subset of ORD-Horn relations and T +R
QCN(I) is closed by weak composition, then

N is satisfiable.

The proof can be derived from the elements introduced above. This proposition
can be directly exploited by some qualitative calculi, e.g. the Allen’s one. Indeed,
for the Allen’s calculus, the set of ORD-Horn relations is closed with respect to
composition, intersection and converse. It implies that, applying a weak com-
position closure algorithm on an ORD-Horn network yields another ORD-Horn
network. In other words, for the Allen’s algebra, Propositions 1 and 2 provide
us with an original way to determine the satisfiability of a qualitative network
by using two simple mapping operators, a CSP solver and a weak composition
closure algorithm.

3.2 General Scheme

A general scheme about the exploitation of discrete networks to deal with the
relaxation of qualitative networks is given in Figure 4. This scheme holds if the
qualitative calculus is such that all atomic relations are ORD-Horn relations
and the weak composition closure is complete with respect to satisfiability. Re-
mark that the closure of the set of ORD-Horn relations for composition and
intersection may improve the applicability of this scheme.

The aim of the scheme is to determine the satisfiability of a given qualitative
network N . Using the operator T−R

DCN (see Definition 6), we first obtain a discrete
network P . Then, we use a complete solver to search for a solution. If no solution
is found, then N is proved to be unsatisfiable (see Proposition 1). Otherwise,
a solution I is returned by the solver. Using the operator T +R

QCN (see Definition
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7), we can then obtain a new qualitative network N ′. If this network can be
enforced to be ◦-closed, it means that the satisfiability of N has been proved
(see Proposition 2). If this is not the case, we just ask the complete solver to
search for the next solution.

Algorithm 1. checkSatisfiability
Data: QCN N
Result: the satisfiability of N
begin

P = T −ψ
DCN(N )

/* we assume that solve(P), called iteratively, returns the
solutions of P, one by one */

solution ← solve(P)
while solution �= null do

if GAC(solution ∩ TDCN(N )) �= ⊥ then
return SAT

solution ← solve(P)
return UNSAT

end

We will instantiate this general scheme by using the total relation as re-
laxation (i.e. by choosing R = ψ) and considering the Allen’s calculus whose
atomic and total relations belong to the set of ORD-Horn relations, which con-
sequently satisfies the previous requirements. More precisely, we will use the
function checkSatisfiability depicted by Algorithm 1. The main difference be-
tween this algorithm and the scheme presented above is the fact that, instead of
using the operator T +R

QCN and the ◦-closure operation, we use a GAC algorithm.
Indeed, if we consider the network obtained by restricting TDCN(N) with respect
to the last found solution, and if we apply GAC, then we obtain the same result
as the one obtained by applying the ◦-closure on T +R

QCN(solution) (see Figure 2).

4 Experiments

To study the practical interest of our proposed relaxation framework, some pre-
liminary experiments on unsatisfiability detection have been conducted using
total relations relaxation. Some qualitative constraint networks have been ran-
domly generated and converted to discrete constraint networks using the qualita-
tive algebra toolkit QAT [13].We have limited our attention to random networks
because of the absence of structured qualitative instances. Then, Abscon, a state-
of-the-art generic CSP solver (see http://www.cril.univ-artois.fr/CPAI06)
has been run on the obtained discrete instances. Note that the satisfiability
detection part of our general framework is currently under development.

In our experiments, as path consistency (which corresponds to weak compo-
sition) on qualitative constraint networks can lead to the elimination of some
total relations (replaced by implied ones), two different relaxation modes have

http://www.cril.univ-artois.fr/CPAI06
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been considered. For the first one, relaxation corresponds to the elimination of
all total relations: this will be called strong relaxation. For the second one, relax-
ation (elimination of total relations) is done after achieving weak composition:
this will be called weak relaxation. Of course, the strong relaxation can elimi-
nate more total relations than the weak one. Using these two relaxation modes,
an experimental comparison has been conducted against a direct resolution (no
relaxation).

To generate random QCN instances, we have used three parameters : the
number of variables (N), the density of non-total relations (D) and the average
number of basic relations for those constraints (L). The generated QCN instances
are composed of 50 variables built from the well-known Allen’s calculus (which
is composed of 13 basic relations). For each instance, the number of atomic
relations in each constraint has been fixed to L1 = 3.25 and L2 = 6.5 while the
density of non-total relations has been varied from 0.01 to 0.99 with a step of
0.01. For each parameter setting, 100 networks have been generated.

Comparison is done according to the percentage of detected unsatisfiable in-
stances and average cpu time (in ms) needed to solve such instances. The first
measure is used to show the precision of our relaxation framework i.e. the highest
this percentage is, the better our approximation is.

Figure 4 indicates that for L1 (figure on top) and L2 (figure on bottom), the
strong relaxation is far less efficient, in term of precision (i.e. detected unsat-
isfiable instances), than the weak one. Note that for L1, 100% of unsatisfiable
instances have been detected by the weak relaxation, and that for L2, the gap
between weak and strong relaxations is increasing. It then appears that applying
weak composition before relaxation improves the precision of our unsatisfiabil-
ity detection method. Note that these experiments are only presented around
the threshold which is the most interesting area. Of course, beyond the highest
density mentioned in Figure 4, the accuracy of both relaxation methods always
reaches 100%.

It is interesting to see that in term of cpu time, the two relaxation modes
present totally different behaviours. This can be observed for both strong and
weak relaxations in Figures 6 and 7, respectively. One could imagine that strong
relaxation is faster than weak relaxation on detected unsatisfiable instances, but
here, we have to be aware that the average computation is not done on the
same basis. Indeed, we make our computation by only keeping the instances
that were detected unsatisfiable by, on the one hand (Figure 6), both the strong
relaxation and the direct resolution, and on the other hand (Figure 7), both the
weak relaxation and the direct resolution. Note that, as the density increases, the
two relaxations tend to be very close to the behaviour of the direct resolution.
Also, remark that in Figure 7 (on bottom), at a density set to 0.18, we obtain a
significant gain in term of cpu time when using the weak relaxation.

Finally, to make our experimental protocol more significant, we have con-
ducted another series of experiments on a sample of hard QCN instances
above the threshold. To this end, a number of atomic relations per constraint
(L3 = 9.75) and a non-total relations density (D = 0.65) have been chosen
such that the generated networks are difficult to solve. As we can observe in
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Fig. 5. Proportion of instances detected as unsatisfiable

Table 1. Results on a sample of difficult instances

Method No relaxation Strong relaxation Weak relaxation
# instances 65 65 65

# Time Out (TO) 32 16 16
# Sat 0 0 0

# Unsat 33 49 49
# Time Out / # instances 49,23% 24,62% 24,62%
Total Time (33 unsat) in s 14,572 3,765 4,016
Avg Time (33 unsat) in s 441.5 114.1 121.7

Ratio 0,00% 74,16% 72,43%

Table 1, our approach is very efficient for detecting the unsatisfiability of these
hard instances. Indeed, without relaxation, 49.23% of instances are not solved
within the allowed cpu time (1200s), whereas on the same networks only 24.62%
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of instances are not detected to be unsatisfiable by our approach. Interestingly
enough, on such detected instances a huge gain (up to a four-fold improvement)
is obtained with respect to cpu time. On these hard instances, the weak and
strong relaxations present very close performances.

5 Future Works and Conclusions

In this paper, a general and complete relaxation framework for qualitative rea-
soning is proposed. It allows the user to consider any kind of relaxation and any
type of relations. Its originality comes from the fact that we exploit a mapping
towards discrete constraint networks. Considering total relations for relaxation,
promising preliminary results have been obtained with respect to unsatisfiability.

The generality and flexibility behind our approach offer some rooms for further
improvements. It can be strengthened by integrating results from constraint



106 D. D’Almeida et al.

 480

 500

 520

 540

 560

 580

 600

 620

 640

 660

 680

 0  0.2  0.4  0.6  0.8  1

tim
e 

(m
s)

Density (L1=3.25)

No relaxation
Weak relaxation

 0

 1000

 2000

 3000

 4000

 5000

 6000

 7000

 0.1  0.15  0.2  0.25  0.3  0.35

tim
e 

(m
s)

Density (L2=6.5)

No relaxation
Weak relaxation

Fig. 7. Average cpu time to detect unsatisfiability (strong relaxation)

satisfaction and satisfiability problems. For example, the completeness can be
efficiently addressed by exploiting advanced methods in satisfiability problems
(e.g. randomisation and restarts [17]). We can also imagine the integration of
different forms of restriction in order to reintroduce some of the previous relaxed
relations. This could be done, for example, by using constraint weighting [7] to
select the best relations that might be added.
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